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The main purpose of controlling the distillation process is to maintain the composition of the products in an intended specification in order to optimize operating costs and meet market requirements. Line analyzers and laboratory analysis are generally used for composition information. However, such alternatives are expensive, do not provide information in real time and are not always feasible or available. In this context, soft sensors emerge as a cheaper alternative. The aim of this work is to develop a soft sensor to infer online the ethanol content in the products of a batch distillation process of watermelon wine, based on temperature measurements. The developed model consists in a multilayer perceptron artificial neural network with one hidden layer. The Levenberg-Marquardt algorithm was used to optimize the weights. In order to train and validating the ANN, real distillation data of water-alcohol binary mixtures with initial compositions similar to the watermelon wine used. The simulation was also validated with real data of wine distillations. The RMSE was applied in the performance evaluation of the model and its result was 0.029 in mass fraction, showing the feasibility of its use as a soft sensor.

* 1. Introduction

According to the Brazilian legislation, fruit spirits are the alcoholic beverage of thirty-six to fifty-four percent by volume, at twenty degrees Celsius, produced from simple alcoholic distillate of fruit or by the distillation of fruit fermented must (Brazil, 2011). Composed mostly of water and ethanol, it presents in a smaller volume a series of compounds called associates or congeners, most of which originate from fermentation, which interfere with the sensorial characteristics of the beverage, some of them: higher alcohols, organic acids, esters, methanol and carbonyl. An example is the influence of the esters and higher alcohols on the taste of the distillate and the carbonyl compounds on the aroma obtained (Batista and Meireles, 2011).

During distillation the "head", "heart" and "tail" cuts are separated, the "heart" is the product with adequate ethanol content and desirable components. Thus, the execution of cuts during distillation is decisive for the quality of fruit spirits (Spaho et al., 2013). However, obtaining information on quality variables such as composition is not a simple task. The use of line analyzers represents a high cost in equipment acquisition and maintenance. In addition, analyzers may have delays that impair the efficience of the control systems (Oisiovici and Cruz, 2000). An alternative to the analyzers, off-line laboratory analysis also require investment in expensive equipment as well as investment in labor and have a very high delay in response (Shi and Xiong). In this context, the use of soft sensors for quality variables estimation is a cheap and attractive technique of industrial automation (Torgashov et al., 2018). Soft sensors are mathematical models that estimate quality variables, hard to measure, through easily measured variables such as temperature, pressure and flow (Torgashov and Zmeu, 2015). Due to this characteristics, soft sensors has been applied in several areas of science and engineering, as bioprocesses (Gopakumar et al., 2018), civil engineering (Das and Saha, 2018) and wastewater treatment (Xue, 2017). There are two main approaches in the development of virtual sensors, phenomenological, derived from the physical mechanisms of the process, and empirical, based on input and output data from industrial processes (Kadlec et al., 2009). The use of the first principle models are recommended when there is enough knowledge about the process (Pascual, 2015), but industrial processes are usually complex and hard to represent applying a rigorous modeling (Grbic et al., 2013). In addition, first principle models may have an excessive number of parameters and require a high processing time, impairing the efficiency of control strategies (Abdulah et al., 2007). Because of these difficulties to obtain phenomenological models and the large amount of data available in industries, empirical models have gained in popularity (Shi and Xiong, 2018). In the literature, there are many papers that develop black box models to infer product composition in distillation processes and several techniques have been successfully applied, such as PLS (Zamprogna et al., 2002), Sistemas Fuzzy (Jalee e Aparna, 2016) and Artificial Neural Networks (Rani et al., 2013). In this sense, the aim of this work was to develop a virtual sensor to infer the composition of ethanol in a process of batch distillation of a fermented beverage using artificial neural networks. For this, a Multilayer Perceptron feedforward neural network was developed.

* 1. Materials ans Methods

The work was divided in two stages: experimental and computational. In the experimental stage, the data sets used in the training and validation of the virtual sensor were generated and in the computational stage a neural network was developed for purposes of predicting the ethanol composition from the temperature of the top tray.

* + 1. Experimental Stage

The equipment is consisted by an experimental distillation module of Eco Educacional that operates in batch, as shown in Figure 1.



Figure 1: Schematic representation of the batch distillation equipment.

The column has dimensions of 0.90 m of height by 0.065 m of internal diameter. It is transparent and has vacuum thermal insulation that operates at 600 to 650 mmHg, temperature monitoring and sample collection system with seven jacketed glass / Teflon modules containing Rasching rings. At the top of the column is the condenser, connected to an ultrathermostatic SL 152 bath that works at 10 ° C to avoid process losses. In the inferior part is the still, of maximum capacity of 5 L. The power of the equipment is of 1000 W.

The experimental design consisted in approximating the distillation of the watermelon fermented must by a synthetic binary mixture of distilled water and etanol under the same operating conditions. In order to obtain a precise representation of the process, six distillations with initial concentrations between 10 and 15% (v/v), range of typical concentrations of fermented musts, were performed. The great advantage of this approach is its low cost, since it eliminates the production stage of the must and the most of the synthetic mixture was reused in all the distillations. The experiments were conducted with a 1:2 reflux rate and initial volume of 4.5 L. Samples were collected every 2 minutes with the aid of a DA-130 N digital densimeter with accuracy of ± 0.001 g / cm³ and subsequently converted in mass fraction. As the samples were collected, the respective top tray temperatures were monitored. The process ended when the alcohol content in the samples was considered insignificant. Watermelon wine was produced with the purpose of validating the virtual sensor. This step will not be detailed here because it is not the focus of this work. The wine had an alcohol content of 11.00% (v/v).

From the watermelon wine, three distillations were carried out in batch for the production of watermelon spirit, the first two with an initial volume of 4.5 L and the third with an initial volume of 4 L. Those distillations ran under the same operating conditions of the distillations of the synthetic mixtures. The ethanol content of the samples and the respective top tray temperature were monitored every 5 minutes.

* + 1. Computational Stage

Artificial neural networks are an artificial intelligence technique widely used in the modeling of complex problems. Due to their ability to map non-linearities between input and output data without the need for a priori knowledge about the system, they were successfully applied in predicting product composition in distillation columns by Osorio et al. (2008), Rogina et al. (2011), Patil et al. (2011), Sun et al. (2016), Jana and Barnejee (2018). The learning process of the Neural Network is based on optimizing the values of the weights of each neuron as they are exposed to the datasets. These values are changed successively until the network represents the desired function satisfactorily and the acquired knowledge can be applied in new situations (Coelho et al., 2015). In this work, an artificial neural network feedforward multilayer perceptron was used in the development of the virtual sensor. The MLP architecture has one input layer, at least one hidden layer, and one output layer. In MLP, each neuron is connected to all neurons in the anterior and posterior layers. The data is fed into the input layer, processed into the hidden layers and transmitted to the next layer until it provides the response at the output layer (Ansari et al., 2018). Since the problem to be modeled has only the temperature of the top tray as input and the ethanol mass fraction as output, the Levenberg-Marquardt algorithm was used to train the neural network. This algorithm has good convergence speed and is suitable for problems with low number of parameters (Hagan and Menhaj, 1994). A configuration with just one hidden layer was used, sufficient to approximate any continuous function, as long as an adequate number of neurons and a sufficient set of data were given to neural networks learn from (Patil and Ghate, 2015). The optimal number of neurons in the hidden layer was determined by trial and error. The logistic and hyperbolic tangent activation functions were applied to the hidden layer and a linear function was applied to the output layer. Several structures were tested by varying the number of neurons in the hidden layer and their activation function. The simulations were implemented through the Matlab R2016a toolbox. For the purpose of evaluate the performance of the models, the MSE was used in the training stage and the RMSE in the validation stage, Equation 1 and Equation 2 respectively.

$MSE=\frac{1}{N}\sum\_{i=1}^{N}\left(y\_{observed}-y\_{predicted}\right)^{2}$ (1)

$RMSE= \sqrt{\frac{1}{N}\sum\_{i=1}^{N}\left(y\_{observed}-y\_{predicted}\right)^{2}}$ (2)

Where y is the ethanol mass fraction and N is the number of collected samples.

* 1. Results and Discussion

For the training phase, 350 data were generated from six binary distillations. The five neural networks with the lowest MSE were selected for the validation phase, where the models were tested with the data of the three distillations of the watermelon wine, corresponding to 79 data. In this phase, the RMSE including all samples of the three distillations was used to evaluate the model performance. The results are in Table 1.

Table 1: Neural networks with better performance in the training phase

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Number of neurons | Activation function (hidden layer) | Activation function (output layer) | MSE (x10-4) (training) | RMSE (validation) |
| 3 | Hyperbolic tangent | linear | 3.2 | 0.031 |
| 8 | Logistic | linear | 3.3 | 0.029 |
| 15 | Logistic | linear | 3.5 | 0.033 |
| 6 | Hyperbolic tangent | linear | 3.6 | 0.031 |
| 5 | Logistic | linear | 3.6 | 0.031 |

From the results in Table 1, it can be observed that all networks tested in the validation phase presented a good predictive capacity, being feasible the use of any of them as soft sensor. The neural network with eight neurons in the hidden layer and activation function logsig obtained the lowest value of the RMSE and therefore was chosen to be used as a virtual sensor. It is also observed in Table 1 that the increase of neurons of the hidden layer up to 15 did not improve the performance of the neural network, concluding that the network reached its maximum capacity of generalization, dispensing the realization of new tests with more neurons.

The figures 2-4 show the comparision of the prediction performed by the sensor and the process data, as well as the profile of the temperature of the top tray, used as input.



Figure 2: (a) Validation of soft sensor (b) Temperature profile – Run 1



Figure 3: (a) Validation of soft sensor (b) Temperature profile – Run 2



Figure 4: (a) Validation of soft sensor (b) Temperature profile – Run 3

From Figures 2-4a, it can be concluded that the proposed virtual sensor was able to perform a good prediction of ethanol concentration in real time. The proposed model responded well to the oscillations of the process, even when it is not as precise as was the case of the first distillation (Figure 1a). Figures 2-4b show the strong influence of the temperature profile on the ethanol concentration profile, since disturbances in the temperature data give an immediate response in the concentration of ethanol. Table 2 evaluates the performance of the virtual sensor in each distillation process separately.

Table 2: Soft sensor performance in each distillation

|  |  |  |  |
| --- | --- | --- | --- |
|  | Distillation 1 | Distillation 2 | Distillation 3 |
| RMSE | 0,041 | 0,022 | 0,019 |

Despite the good representation of the concentration profile of ethanol over time, the virtual sensor had worse performance in the first distillation compared to the last two. One of the disadvantages of the empirical models is the lack of knowledge about the process, which precludes a deeper understanding of the behavior of the concentration profile in the first distillation, since the operating conditions were the same for the three batchings. Table 3 shows the values ​​of the weights and bias of the best performance neural network, chosen to be used as soft sensor. Using the values ​​of these parameters can reproduce the Neural Network used and calculate the mass fraction of ethanol from the temperature in the process studied.

Table 3: Weights and biases of best neural network configuration

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Neuron | Hidden layer |  | Output layer |  |
|  | w1,j | bj | wi,1 | b1 |
| 1 | 13.9759 | -12.4059 | -1.4888 | 0.3255 |
| 2 | 10.8909 | -9.6380 | 0.9082 |  |
| 3 | -10.4197 | 5.8833 | 0.4307 |  |
| 4 | 13.2048 | -2.5956 | -0.3174 |  |
| 5 | 10.0239 | 1.3871 | -0.23973 |  |
| 6 | 11.2110 | 4.5795 | -0.0493 |  |
| 7 | 12.4306 | 7.4395 | -0.1543 |  |
| 8 | -13.8381 | -13.5623 | 0.3601 |  |

* 1. Conclusions

In this work, data from the distillation of a binary ethanol-water mixture were successfully used in the training of a virtual sensor for the prediction of the ethanol concentration profile in the distillation of watermelon wine for the production of a distilled beverage. The feedforward neural network optimized with Levenberg-Marquardt algorithm presented satisfactory performance, ratified by the observed RMSE values. The model configuration 1-8-1 was most suitable to provide the composition of the distillate in real time from the top tray temperature data. The objective of the sensor developed here is to reduce the delays due to manual measurement of ethanol in the follow-up of distillation cuts in the production of watermelon spirit, a key step in the definition of the sensorial characteristics of the product, bringing improvements to its quality and avoiding losses in the process. The proposed sensor is a viable and inexpensive alternative to meet the need to monitor the content of ethanol in real time and the methodology developed is not expensive, being an alternative mainly for small industries that do not have great capacity for investment in process automation
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