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Abstract

Mixed integer MPC problems arise frequently in cases where the operation of a system depends on continuous and discrete decisions, leading to mixed integer optimization problems. However, the online solution of such problems is computationally challenging. In this work, we develop a machine learning approach to determine which cuts should be used as a warm start (recycled) for Generalized Benders Decomposition for the solution of mixed integer MPC problems. Computational results on a case study regarding the operation of chemical processes show that the proposed approach leads to a significant reduction in solution time (up to reduction).
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* 1. Introduction

Model Predictive Control (MPC) is a widely used optimization-based control strategy for handling disturbances that affect the operation of process systems (Rawlings et al., (2017), Daoutidis et al., (2018)). The efficiency of an MPC strategy depends on the efficient online solution of an optimization problem. Despite significant advances in optimization theory and algorithms, the monolithic solution of mixed integer optimization (MIP) problems can be slow for online applications. Such problems arise in various applications such as unit commitment and online scheduling (Risbeck et al., (2020), McAllister and Rawlings (2022)). The standard approach to reduce the computational time is either to approximate the discrete problem with a continuous one (Masti et al., 2020) or use decomposition-based algorithms, such as Generalized Benders Decomposition (GBD) (Mitrai and Daoutidis (2022b)). Application of GBD to mixed integer MPC (MIP-MPC) decomposes the optimization problem into a master problem, which considers the integer (and potentially some continuous) variables, and a subproblem that considers the dynamic behavior of the system and whose solution depends on the values of the variables of the master problem (called complicating variables). These problems are solved repeatedly and coordinated via Benders cuts, which inform the master problem about the dynamic behavior of the system. Despite the reduction in solution time, the off-the-shelf implementation of GBD can be slow for online applications.

In recent work, we have shown that adding an initial set of cuts to the master problem (warm start) can reduce the solution time since the cuts contain information about the subproblem (Mitrai and Daoutidis, 2022b). However, determining which cuts to add is not apparent since the possible number of cuts can be very large. In this work, we propose a machine learning-based cut-recycling strategy for determining which cuts to recycle and ultimately accelerate GBD. Given a MIP-MPC problem, first, a set of high-quality integer feasible solutions is computed using a machine learning branch and check algorithm (Mitrai and Daoutidis, 2023b). The cuts associated with these integer feasible solutions are added (recycled) to the master problem, and GBD is implemented to obtain the solution of the MIP-MPC problem. We apply the proposed approach to a case study on the operation of an isothermal CSTR affected by changes in product demand and the inlet conditions. The results show that the proposed approach leads to a 40% reduction in solution time compared to the standard application of GBD.

* 1. Learning to recycle Benders cuts
     1. Generalized Benders Decomposition

We assume that the following optimization problem must be solved

|  |  |
| --- | --- |
|  | (1) |

where are the decision variables and are the constraints related to the behaviour of the system, such as discretized differential equations. Based on the number of variables and constraints, the online solution of this problem can be computationally expensive. GBD is based on the observation that if variables and are fixed, then the resulting problem is continuous and is equal to

|  |  |
| --- | --- |
|  | (2) |

where is the value function of the subproblem and we define as is the Lagrangean multipliers of the equality constraint . The original problem can be written as

|  |  |
| --- | --- |
|  | (3) |

The above problem cannot be solved directly since the value function is not known explicitly. In GBD, the value function is approximated via Benders cuts (Geoffrion, 1972)

|  |  |
| --- | --- |
|  | (4) |

where the index denotes the number of cuts used (the set contains all the cuts added). Given this approximation, the master problem can be written as

|  |  |
| --- | --- |
|  | (5) |

The algorithm alternates between the solution of the master problem, which provides a lower bound, and the subproblem, which provides an upper bound.

* + 1. Learning to recycle Benders cuts

In GBD, the cuts are added iteratively as dictated by the solution of the master problem. Adding an initial set of cuts, which we will refer to as warm start cuts, can reduce the solution time since the master problem has a better approximation of the value function in the first iteration. However, determining which cuts to add is nontrivial since the possible number of cuts can be large, and the addition of warm start cuts increases the complexity of the master problem. Therefore, an oracle is needed to determine the cuts that provide the maximum amount of information while minimizing the increase in the complexity of the master problem. We use a recently proposed machine learning based GBD algorithm as an oracle to compute high quality integer feasible solutions (Mitrai and Daoutidis, 2023b) which determine the cuts that are recycled.

* + - 1. Machine Learning branch and check GBD

The standard application of GBD can be slow for online applications since the master problem and subproblem are solved repeatedly. Recently, a machine learning-based branch and check GBD algorithm has been proposed to obtain high-quality integer feasible solutions. In this approach, the master problem is solved using branch and bound, and once an integer feasible solution is found at a node approximate Benders cuts are added to all the open nodes in the tree and the branch and bound procedure continues until the bounds converge. The approximate cuts, , are obtained using surrogate models to approximate the value function of the subproblem and the multipliers . The solution that is obtained is feasible, given that the subproblem is always feasible and the original problem is feasible since the cuts approximate the value function of the subproblem.

* + - 1. Cut Recycling strategy

The branch and check GBD algorithm provides a high-quality integer feasible solution and a set of integer feasible solutions that are explored during branch and check. We use these feasible solutions to determine the cuts that should be added (recycled) to the master problem in the first iteration. We define set which contains all the cuts that can be potentially added. This set is obtained offline by solving the subproblem for different values of the complicating variables. We also define set which contains the integer feasible solutions found during branch and check. For each integer feasible solution , the value function and multipliers are obtained from the set and the associated cut is added to the master problem. Once these warm start cuts are added, GBD is implemented.

* 1. Mixed Integer MPC formulation

We consider the application of the proposed approach to the optimal operation of chemical processes that can manufacture products over a time horizon discretized into slots. It is assumed that the operation of the system is affected by disturbances in product demand and inlet conditions of the process, and a mixed integer MPC controller is used to determine the production sequence and dynamic behavior of the system. Under this setting, the system is either performing transitions between the products, is manufacturing a product, or is performing a transition from an intermediate state to the product manufactured in the first slot (see Mitrai and Daoutidis (2023a) for a detailed description of the problem).

* + 1. Optimization model

We define as the set of products and the set of slots. We define binary variable which is equal to one if product is manufactured in slot and zero otherwise, variable   which is equal to one if a transition occurs from product to in slot , and variable   which is equal to one if a transition occurs from an intermediate state to product in the first slot. The logic constraints regarding the production sequence are

|  |  |
| --- | --- |
|  |  |
|  | (6) |
|  |  |

The starting and ending time of slot are , the production time of product in slot is , the transition time in slot is , and are the transition time from product to in slot and from to product . The timing constraints are

|  |  |
| --- | --- |
|  |  |
|  | (7) |
| . |  |

The production rate of product is , the inventory of product in slot is (the initial inventory is ), the amount of product sold in slot is , the demand is and is satisfied in the end of the time horizon . The inventory constraints are

|  |  |
| --- | --- |
|  | (8) |

where for . The dynamic behaviour of the system is described by a set of differential equations   where and are the state and manipulated variables of the system. The differential equations are discretized using orthogonal collocation points and finite elements (. We consider simultaneously all the transitions between the products and define variables as the value of the state and manipulated variables for a transition from product to in slot and discretization point . Similarly, we define variables for a transition from the intermediate state to product . The equations that describe the dynamic behaviour of the system have the following general form

|  |  |
| --- | --- |
|  | (9) |
|  | (10) |

The objective of the optimization problem has three terms. The first term is the profit minus the operating cost, the second term is the transition cost between the products, and the last term the transition cost from the intermediate state. The terms are equal to

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |

where is the price and operating cost of product in slot , is the inventory cost, is the fixed transition cost for product to , is a weight coefficient, is the collocation matrix, and is the time at discretization point for a transition from product to in slot and for the transition from to product . The goal of the optimization problem is to maximize the profit subject to constraints presented in Eq. 6-10.

* + 1. Decomposition-based solution approach

The above problem is a large-scale Mixed Integer Nonlinear Programming problem which cannot be solved efficiently monolithically. However, if the scheduling related variables and transition times are fixed, the resulting optimization problem is to maximize subject to constraints 9,10. This problem can be decomposed into independent subproblems which consider the transitions between the products for given transition time and the transition from for a given  . The subproblems are

|  |  |
| --- | --- |
|  |  |
|  |  |

and the original problem can be written as

|  |  |
| --- | --- |
|  |  |

Since the value functions are not known explicitly they are approximated via Benders cuts as follows where are the Lagrangean Multipliers of the equality constraints and respectively. Given the above problem decomposition, the Benders cuts approximate the transition costs and we apply the proposed cut recycling strategy to determine which cuts to recycle as a warm start for accelerating GBD.

Table 1 Average solution time (in seconds) for the standard application of the multicut GBD, hybrid multicut GBD, and the proposed cut recycling approach.

|  |  |  |  |
| --- | --- | --- | --- |
| Algorithm | Standard Implementation | Initialization strategy | |
| OptSol | IntFeas |
| Multicut GBD | 64 | 54 (16) | 38 (40) |
| Hybrid multicut GBD | 40 | 36 (10) | 30 (25) |

* 1. Case study and results

We will assume that the system is an isothermal CSTR where a third-order irreversible reaction occurs, and six products are manufactured by adjusting the inlet flow rate. The time horizon is 35 hours, and at a random time point in the first 15 hours of operation, the demand of the products and the inlet concentration of the reactor change simultaneously. We consider the effect of the proposed approach on accelerating two GBD algorithms (multicut and hybrid multicut GBD) from the literature (Mitrai and Daoutidis, 2022a) where no warm start cuts are added to the master problem. In the multicut algorithm, cuts are added only for given transitions, as dictated by the master problem, whereas in the hybrid multicut algorithm, the cuts for a given transition are added for all transitions . Furthermore, we compare the proposed approach with the case where only the optimal solution returned by the ML-based branch and check GBD algorithm is used to determine which cuts to recycle (OptSol). We generate 20 random feasible disturbances, and the solution time for the different approaches is presented in Table 1. From the results we observe that the proposed cut recycling approach leads to a significant reduction in solution time compared to standard and accelerated GBD. Specifically, the solution time of multicut GBD is 64 seconds and the solution time with the proposed approach is 38 seconds, a reduction. Similar results are obtained for the accelerated GBD algorithm, where the solution time is reduced from 40 to 30 seconds (25 ­ reduction). Also, we observe that using all the cuts related to the integer feasible solutions leads to lower solution time, on average, compared to using the cuts from the optimal solution obtained from the ML-based Branch and Check GBD algorithm. This result shows that for the case of GBD, adding information related to high-quality integer feasible solutions is more beneficial than adding information related only to an approximation of the optimal solution, which is the common practice for monolithic solution methods (Bengio et al., 2021).

* 1. Conclusions

Mixed integer MPC applications arise in a wide range of applications, however, the efficient solution of the underlying optimization problem is computationally challenging. In this work we proposed a machine learning based cut recycling strategy to improve the computational performance of GBD. Application of the proposed approach to a case study on the operation of chemical processes, shows that the proposed approach leads to a significant reduction in solution time by exploiting information about multiple integer feasible solutions.
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