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Sustainability has become a key concern in process systems engineering. Renewable energy, such as biofuels, and renewable materials, such as bioproducts, could replace their non-renewable, petroleum-based counterparts. However, there remain many challenges in producing biofuels and bioproducts economically and efficiently. There are many different biomass feedstocks, processes to convert them, and many different possible biofuels and bioproducts to produce. Furthermore, prices and demands of biofuels and bioproducts are uncertain. The variation of price or demand of one bioproduct could influence price or demand of another, further complicating the problem. An approach that can identify economical, efficient, and sustainable biofuel and bioproduct production processes from the myriad possible options while also considering correlated and uncorrelated price and demand uncertainties of the final bioproducts is required. In this work, a data-driven decision-making framework is proposed for biomass processing network design that directly integrates machine learning with robust optimization. Principal component analysis (PCA) is used to identify latent uncertainties behind observed uncertainty data. A kernel density estimation approach captures probability distributions of the projected uncertainty data extracted from PCA. This uncertainty data analysis approach is applied to a bioconversion product and process network to identify cost-effective and environmentally-friendly biofuels and bioproducts production pathways. Our approach identifies a total annualized cost of $18.3M/y, 6% lower than the cost found with conventional adaptive robust optimization.

1. Introduction

Production strategies for sustainable fuels and chemicals have advanced significantly in recent years (Yue et al., 2014). Multiple works aim to identify sustainable and cost-effective biomass conversion pathways from a host of possible feedstock, processing pathway, and final product options (Garcia and You, 2015). For biofuels and bioproducts to be truly sustainable alternatives to their non-renewable counterparts, their production must be sustainable in the face of constantly changing and uncertain market scenarios (Glenna and Cahoy, 2009).

Static robust optimization (Bertsimas et al., 2011) and adaptive robust optimization (ARO) (Ben-Tal et al., 2004) have been employed to useful effect to consider uncertainty in decision-making, including for hydrogen refinery networks (Wei et al., 2017) or facility location problem (Hrabec et al., 2017). Some previous works consider uncertainty in select parameters, such as feedstock price and final product demand (Gong et al., 2016). However, price and demand data uncertainty of several different bioproducts may be correlated, suggesting previous ARO approaches may fall short in appropriately modelling uncertainties. Conventional robust optimization and ARO do not account for the structure and properties of uncertainty data (Ning and You, 2018). With increasing access to increasing amounts of uncertainty data, data-driven robust optimization has been proposed to begin tackling this shortcoming (Ning and You, 2017). However, there is still a need for a framework that can better analyse and utilise uncertainty datasets while leveraging their structure, including any correlation between uncertain parameters, to identify less conservative optimal solutions compared to conventional robust optimization.

In this work, machine learning techniques are integrated with ARO to better analyse uncertainty datasets. Uncertainty data must first be analysed by transforming the original correlated uncertain parameters into their uncorrelated counterparts with a principal component analysis (PCA) (Wold et al., 1987). Next, the probability...
distributions of the transformed, uncorrelated uncertain parameters are defined with kernel density estimation (KDE) methods (Friedman et al., 2001) to arrive at more representative uncertainty sets than typical sets employed in conventional robust optimization approaches. Based on the uncertainty set using PCA and KDE, a data-driven adaptive robust biomass processing network design model is proposed and applied to a bioconversion product and process network to determine optimal biofuel and bioproduct production pathways under uncertain feedstock price and product demands.

2. Uncertainty set construction using machine learning techniques

In this section, a data-driven approach is presented to construct polyhedron uncertainty sets directly from uncertainty data following the work by Ning and You (2018). First, the latent uncertainty along each principal component is identified from observed uncertainty data using the PCA technique. The KDE method is employed to extract distributional information, which is then incorporated into a data-driven uncertainty set. Consider an uncertainty data matrix \( X = [u^{(1)}, \ldots, u^{(N)}]^T \), in which each row represents an uncertainty data point in \( m \)-dimensional space. There is a total of \( N \) uncertainty data points. The PCA technique is capable of modelling high-dimensional uncertainty, and accurately extracts the first-order and second-order moment information from uncertainty data. PCA identifies the uncorrelated principal components via the eigenvalue decomposition of the sample covariance matrix (Wold et al., 1987). Data matrix \( X \) is scaled to zero-mean, which is shown in Eq(1).

\[
X_0 = X - e\mu_0^T
\]  

where \( X_0 \) is an uncertainty data matrix after scaling, \( e \) denotes a column vector of all ones, and \( \mu_0 \) represents the mean vector of uncertainty data. The covariance matrix of uncertain parameters can be approximated with the sample covariance matrix \( S \), as shown in Eq(2).

\[
S = \frac{1}{N-1}X_0^T X_0
\]

Eigenvalue decomposition leads to \( S = \mathbf{P}\Lambda\mathbf{P}^T \). The square matrix \( \mathbf{P} \) consists of all the \( m \) eigenvectors, and \( \Lambda \) is a diagonal matrix consisting of all the eigenvalues. The proposed method then projects uncertainty data onto each principal component, which is shown below.

\[
t^{(i)}_k = \mathbf{p}_k^T [u^{(i)} - \mu_0]
\]

where \( \mathbf{p}_k \) is the \( k \)-th principal component, and \( u^{(i)} \) is the projection of uncertainty data point \( u^{(i)} \) onto the \( k \)-th principal component. Let \( \xi_k \) be the latent uncertainty along the \( k \)-th principal component. The estimated probability density function for \( \xi_k \) by using the KDE method is given by

\[
f_{\text{KDE}}(\xi_k) = \frac{1}{N} \sum_{i=1}^{N} K_d\left(\xi_k, t^{(i)}_k\right)
\]

where \( K_d \) is a kernel function. In this work, the Gaussian kernel function is used, which is shown below.

\[
K_d\left(\xi_k, t^{(i)}_k\right) = \left(\frac{1}{\sqrt{2\pi}h}\right) \exp\left(-\frac{\|\xi_k - t^{(i)}_k\|^2}{2h^2}\right)
\]

Based on the cumulative density function of latent uncertainty \( \xi_k \), the corresponding quantile function can be expressed as follows:

\[
\hat{F}_{\text{KDE}}^{-1}(\alpha) = \min \left\{ \xi_k \in R | \hat{F}_{\text{KDE}}^{(\xi_k)}(\xi_k) \geq \alpha \right\}
\]

where \( \alpha \) is a predefined parameter. Thus, the data-driven uncertainty set is presented as follows:

\[
\begin{align*}
U_{\text{PCA+KDE}} = \left\{ u \in \mathbb{R}^m : & \mu_0 + \mathbf{P}_k^T \xi_k = 0 \Rightarrow \zeta, \quad \zeta' \leq \mathbf{e}, \quad \zeta + \zeta' \leq \mathbf{e}, \quad \mathbf{e}'(\zeta + \zeta') \leq \Phi, \\
& \mathbf{e}' \mathbf{e} = [\hat{F}_{\text{KDE}}^{(\xi_k)}(\alpha), \ldots, \hat{F}_{\text{KDE}}^{(\xi_k)}(\alpha)]^T, \\
& \xi_k = [\hat{F}_{\text{KDE}}^{(\xi_k)}(1-\alpha), \ldots, \hat{F}_{\text{KDE}}^{(\xi_k)}(1-\alpha)]^T \right\}
\end{align*}
\]
where $U_{\text{KCA-RDE}}$ is the data-driven uncertainty set using PCA and KDE. $z$ is a forward deviation vector, $e$ is a column vector of all ones, and $\Phi$ is an uncertainty budget. The uncertainty budget can be interpreted as the maximum number of latent uncertainties allowed to deviate from their mean values.

Note that the notation $\odot$ denotes the Hadamard product. $\xi$ is the latent uncertainty vector. The lower and upper bound vectors describe the minimum and maximum levels of latent uncertainties, respectively. They jointly define the confidence interval of latent uncertainties according to the probability density estimation obtained using the KDE method. $\alpha$ is a parameter that specifies the size of intervals according to confidence level of $(1-2\alpha)$. The confidence interval becomes smaller as $\alpha$ increases.

The uncertainty set in (7) is essentially a polytope. A novel feature of this uncertainty set is that it effectively incorporates the correlations and distributional information embedded within the uncertainty data. Additionally, the uncertainty set $U_{\text{KCA-RDE}}$ is not necessarily symmetric, as it accounts for the forward and backward deviations separately. As a result, it flexibly adapts to the intrinsic structure and complexity of uncertainty data.

### 3. Data-driven adaptive robust biomass processing network design model

In this section, a data-driven adaptive robust biomass processing network design model is presented using the uncertainty set in the previous section. In a production conversion network, biomass feedstocks, such as corn and switchgrass, are converted into a variety of biofuels and bioproducts via different processing and upgrading technologies (Garcia and You, 2015). One needs to make decisions on the selection of technology pathway, capacity and operating level of each technology, purchase amounts of feedstocks and quantities of products to sell. The goal is to minimize the total annualized cost. The first-stage decision variables are decisions on the selection and the capacity of technology. The second-stage decisions include production levels, quantity of biomass feedstock to purchase and amounts of products to sell.

The data-driven ARO model for bioconversion network design can be cast as a multi-level mixed-integer program. All the decision variables are separated into the first-stage decisions that are made before uncertainty is revealed, and the second-stage decisions that are adjustable to uncertainty realization. The objective function of the bioconversion network design is shown in Eq.(8). The constraints include technology capacity constraint Eq.(9), production level constraint Eq.(10), mass balance constraint Eq.(11), biomass feedstock availability constraint Eq.(12), biofuel product demand satisfaction constraint Eq.(13), non-negativity and integrity constraints Eq.(14)-Eq.(15). The data-driven uncertainty sets for product demand and feedstock prices are shown in Eq.(16) and Eq.(17).

$$
\begin{align*}
\min \sum_{i} c_i E_i + \max \min \sum_{i,j} c_{ij} W_i + \sum_{j} f_p P_j, \\
\text{s.t. } q_i^u Y_i \leq Q_i \leq q_i^l Y_i, \quad \forall i, \\
W_i \leq Q_i, \quad \forall i, \\
P_j \leq b_j, \quad \forall j, \\
S_j \geq d_j, \quad \forall j, \\
Q_i, P_j, S_j, W_i \geq 0 \quad \forall i, j, \\
Y_i \in \{0,1\}, \quad \forall i.
\end{align*}
$$

$$
\begin{align*}
U_1 = \{ & d_j = d_j^u + \sum_{i} p_{ij} (z_i^l + z_i^u), \quad \forall j, \\
& \sum_{i} (z_i^l + z_i^u) \leq \Phi^l, \quad z_i^l \leq 0, \leq z_i^l, \leq 1 \}
\end{align*}
$$

$$
\begin{align*}
U_2 = \{ & f_p = f_p^u + \sum_{j} r_{ij} (\beta_j^l + \delta_j^u), \quad \forall j, \\
& \sum_{j} (\delta_j^l + \delta_j^u) \leq \Phi^u, \quad \delta_j^l \leq 0, \delta_j^l \leq 1 \}
\end{align*}
$$

where $Q_i$ is a decision on total capacity of technology $i$, $Y_i$ is a binary decision variable to reflect whether technology $i$ is selected in the pathway, $W_i$ denotes the production level of technology $i$, $P_j$ is the purchase quantity of compound $j$, and $S_j$ is the sale amount of product $j$. $c_{ij}$ and $c_{ij}$ represent the coefficients for economic evaluation. $f_p$ denotes the feedstock price of compound $j$, $k_j$ is a mass balance coefficient, $b_j$ is the availabilities of feedstocks, and $d_j$ is the demand for compound $j$. $q_i^u$ and $q_i^l$ are upper and lower bounds of process capacity. Note that $E_i$ is a piecewise linear function.
$U_i$ is the data-driven uncertainty set for demand. $d^0_j$ is the mean value of demand $d_j$, $p_{jk}$ is the $j$-th element of the $k$-th principal component for demand, the backward deviation is $z_k^-$, and the forward deviation is $z_k^+$. $\xi_k^L$ is the lower bound of the $k$-th latent demand uncertainty, and $\xi_k^U$ is the upper bound of the $k$-th latent demand uncertainty. $\Phi_{dem}$ is the demand uncertainty budget enforcing the maximum deviations. $U_2$ is the data-driven uncertainty set for price, $fp^0_j$ is the mean value of product price, and $r_{jl}$ is the $j$-th element of the $l$-th principal component for price. $\delta_l^-$ and $\delta_l^+$ are backward and forward deviation vectors for feedstock price. $\beta_l^L$ and $\beta_l^U$ are the lower and upper bounds of latent price uncertainty. $\Phi_{pri}$ is the price uncertainty budget, which is used to specify the maximum deviations allowed in latent price uncertainties.

The resulting biomass processing network design problem is cast as a multi-level mixed-integer program. It explicitly takes advantage of machine learning methods to decipher the uncertainty data for the decision making on the biomass processing network design.

4. Case study

This section considers a large-scale bioconversion process network taken from (Garcia and You, 2015). In this comprehensive network, there are 142 compounds and 197 process technologies. Because of the market fluctuations, all feedstock prices and biofuel product demands are subject to uncertainty. Since biofuel product demand and biomass feedstock price are well-documented, these two types of uncertainties are considered following the literature (Gong et al., 2016). For the feedstock price uncertainty, a set of 20,000 uncertainty data are used for constructing the uncertainty set. Each data point has eight dimensions for a combination of all feedstocks. Regarding the product demand uncertainty, 1,000 uncertainty data points are utilized, and each data point represents a combination of all the three biofuel products, namely biodiesel, gasoline and ethanol.

In this case study, the conventional ARO method with a gamma uncertainty set is also used in addition to the proposed data-driven ARO approach to demonstrate the advantages. All optimization problems are modelled in GAMS 24.7.3 (Rosenthal, 2008), solved with CPLEX 12.6.3. The optimality gap for CPLEX 12.6.3 is set to be 0, and the relative optimality gap for the decomposition algorithm is $10^{-6}$. The uncertainty budget of feedstock prices is set to be two, and demand uncertainty budget is set to be one for both methods. The number of pieces in the piecewise linear function $E_i$ is 50.

Figure 1: The optimal network design of the conventional ARO method with a gamma uncertainty set.

As for the objective values, the total annualized cost determined by the conventional ARO method is $19.6$ MM/y, whereas the annualized cost determined by the proposed data-driven ARO approach using PCA and KDE is only $18.3$ MM/y. The proposed approach with PCA and KDE generates a less conservative robust solution by lowering the annualized cost by 6.6%.

The biomass process network designs determined by the conventional ARO method and the proposed data-driven approach using KDE are presented in Figure 1 and Figure 2. For both methods, the feedstock of soybeans is selected to produce biodiesel through technologies of handling and extraction, transesterification...
and distillation. Polyhydroxybutyrate (PHB – a biodegradable plastic) is produced as a byproduct. Soybeans are chosen as the biodiesel process produces glycerol, which can be used to synthesize to PHB. Indirect gasification of softwood is also selected to make ethanol and gasoline. Indirect gasification of softwood is chosen because the process produces syngas, a product that can be transformed into a number of products, boosting the process’s flexibility. By comparing the optimal processing pathways in Figure 1 and Figure 2, technologies of acetic acid synthesis and acetic acid hydrogenation are selected only in the optimal pathway determined by the proposed data-driven approach. The optimal production level of technology determined by the proposed approach using KDE is shown in Figure 3. The production level of acetic acid hydrogenation is almost seven times higher than that of mixed alcohol synthesis, indicating that the proposed approach produces ethanol mainly by acetic acid hydrogenation under the worst-case uncertainty realization. Since the operating levels are adaptive decisions, the production levels of these two technologies and their ratio could vary with the realized price and demand uncertainties.

**Figure 2:** The optimal network design decisions determined by the proposed data-driven approach.

**Figure 3:** The optimal production levels determined by the proposed data-driven approach.
5. Conclusions

This work developed a new approach to analyse uncertainty data with machine learning techniques to more appropriately consider correlations and asymmetries between uncertain parameters in ARO models. The proposed approach minimizes the total annualised cost of a bioconversion process network design. The final bioconversion process network design converted softwood to ethanol, gasoline, propanol, pentanol, and butanol via indirect gasification of softwood to mixed alcohol synthesis, acetic acid synthesis and hydrogenation, and traditional conversion of soybean to biodiesel as well as glycerine conversion to PHB. Compared to the solution of a conventional ARO approach, the identified pathway led to greater reliance on acetic acid synthesis and hydrogenation rather than mixed alcohol synthesis to produce fuel ethanol. The total annualised cost of the solution found with the proposed data-driven approach was 6.6 % lower than the solution of the conventional ARO approach.
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