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In order to solve the shortcomings of the existing stoichiometry software program, such as high development cost, difficulties in deployment and upgrading and poor controllability, a stoichiometry software service based on cloud computation is proposed in this paper. With software-as-a-service (SaaS) model used, the browser/server architecture is adopted to provide professional stoichiometry software services. Experiments show that the parallel cross validation framework on the platform has greatly improved with regard to the speedup ratio on quad core CPU. Therefore, CloudChem can overcome the shortcomings of traditional stoichiometry software and the software service platform based on this method can realize effective, high-speed and integral storage, analysis and digging regarding chromatography, spectroscopy, NMR, mass spectrometry and other data and minimize infrastructure cost in using the stoichiometry software and software cost.

1. Introduction

Stoichiometry which is a theory and method using statistics, mathematics, computer science and other related disciplines, is used to extract useful chemical information to the maximum from the chemical measurement data and widely used in spectroscopy, chromatography and mass spectrometry data processing (Amiri et al., 2017). With stricter requirements from the society on product quality control, lean production & safety control and continuous development of analyzer technology, more and more data is growing at an amazing rate, and this growth trend will continue to maintain in quite a long period of time (Anarado and Andreopoulos, 2016). To this end, Cloud Chem – a cloud computing based stoichiometry software service is proposed in this paper. SaaS (Software-as-a-service) and B/S (Browser/Server) structure are used to carry out centralized storage management on data, analysis method and results. Besides, parallel computation is adopted to improve calculation speed and to achieve data and model sharing through a centralized platform (Antequera et al., 2017). The software service platform using this method can realize efficient, high-speed, integrated storage, analysis and mining of data such as spectrum, chromatography, nuclear magnetic resonance and mass spectrometry (Baktir et al., 2017).

2. Overall structure

The whole system is composed of two parts—client software and server core computing platform (Casellas et al., 2017). The client software does not provide the calculation function, but provides data compression and decompression functions and upgraded compressed data to the cloud computation center for analysis and processing, in order to reduce overhead of data transmission on the network, at the same time, analysis results can be deduced (Charalampidis et al., 2014). The client software, in addition to providing data import and export functions, should also provide a friendly interface for users to choose the analysis method, and should display analysis results through tables, 2D diagrams or 3D diagrams (Deng et al., 2015). The core part of the software is a cloud computation center, which is divided into the data node which mainly provides distributed file storage and distributed computing, and the server node which keeps metadata of mass spectrometric data and scheduling data nodes for computation (Doyle et al., 2017). The server node, the central hub of the whole system, is responsible for distributing data type conversion, mass spectrometry data.
preprocessing, quantitative analysis, qualitative analysis, data mining, generating results reports and other functions to the data node (Esposito et al., 2016). The Cloud Chem data terminal system framework is shown in Figure 1.
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**Figure 1: Cloud Chem System Framework**

3. Key technology

3.1 Data storage management

The mass spectra of a single sample vary from tens to hundreds of megabytes. Usually, once the mass spectrum data files are stored on the computer, they only need to be read without data modified (Feng et al., 2016). In view of this characteristic, Cloud Chem platform will comprehensively use relational database and distributed file system to store data (Gracia-Tinedo et al., 2016). Standard data query language SQL is used by relational database to perform fast retrieval, modification and deletion of data in the database. The distributed file system using HDFS (Hadoop Distributed File System), in order to improve the data storage capacity of the system, makes it easy to expand storage space, improves the throughput of the system and also has a fast, automatic error detection and recovery function (He et al., 2017). Reliability of data storage should also be guaranteed in the wrong circumstances; besides, robustness and data integrity are also equipped, moreover, it can use Map/Reduce to realize parallel data processing (He et al., 2017). A relational view of the experimental data table is shown in Figure 2.
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**Figure 2: Relational View of Experimental Data Table**
It is mainly divided into two parts: experimental description information and experimental data. In order to improve the system scalability and meet the different needs of experimental data at the same time, experimental description information is stored by this system in the expMetadata table (Huang et al, 2016). For different types of experimental data, there will be different description items that are pre-entered into the field table when configuring the system. ExpID (Experiment ID) and field ID (description item ID) are used to determine a description of the experimental data. An experiment can correspond to multiple description items (Kretsis et al., 2014), i.e. there are multiple records in the expMetadata table (Lacoste et al, 2016). The experimental data satisfies the “Write Once Read Many” file access model, so the experimental data is packaged and stored in HDFS, with data paths stored in the data Block tables, while expData Block table is used to associate experiments with data blocks (Lei et al., 2015). This scheme can retrieve the experimental description information and experimental data quickly through EPX ID.

3.2 Parallel computation

Traditional stoichiometry software runs in serial mode, which can only deal with single task and cannot complete many different computing tasks in parallel, so it has limited computing speed and a difficulty in performance optimization (Li et al., 2015). Cloud Chem uses distributed computation and parallel computation to improve data processing speed and scale. It assigns different tasks submitted by different users to different servers for separate calculation, and can handle different tasks submitted by multiple users simultaneously (Mori et al., 2016). When a computational task is assigned to the server, the server uses a parallel algorithm based on multi-core systems to speed up (Pan et al., 2017).

N-fold cross-validation which is commonly used in the most typical PLS algorithm calculation model validation of the infrared spectra analysis is used as an example to briefly describe parallel stoichiometry algorithm realization method based on multi core systems (Tudoran et al., 2016). N-fold cross validation is to divide the data into N parts, where N-1 parts are used as the training set to establish the model and the remaining 1 part is subject to the newly built model to predict and calculate the prediction error (Wang et al., 2017). The process is executed in loop until each sample has been predicted only once. High speed parallelization of PLS cross validation algorithm can be implemented by using Map Reduce strategy. In general, Map Reduce divides a task on space into several independent subtasks which are calculated simultaneously by using Map operation; after <Key, Value> pairs are generated (Wang et al., 2017), the Reduce operation is used to merge the computation results of the same Key. In this paper, the parallel PLS cross validation algorithm based on Map Reduce does not require Reduce operation, and its idea is as follows:
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3.2.1 Split:
the sample set will be split into N parts equally (Wang et al., 2017), where sample i is a prediction set, N-1 parts constitutes a training set (Wu et al., 2017). With combination of the sample set and the training set (Xu et al., 2014), N groups of different combinations are obtained, as shown in Figure 3(a).

3.2.2 Calculation:
each combination is delivered to a Worker for individual modelling and prediction (Zeng et al., 2016), and the prediction error is calculated for which the prediction error of N models can be obtained in total, as shown in Figure 3(b).
3.2.3 Merge:

the average of prediction error completed by N Workers is calculated, and the mean value is regarded as the performance index of regression model (Zhang et al., 2017), as shown in Figure 3(c). On the hardware platform with 4-core Intel Xeon X3430 and 4G CPU memory, with the tobacco dataset (256 x 1556) reported in the literature used (Zhang et al., 2017), the cross validation algorithm of leave-one-out method is used for tests with the number of work assumed as 1, 2, 3, 4. After repeated execution for 20 times, the average execution time is taken as real test results which are shown in Table 1.

### Table 1: Speedup Efficiency of Parallel Cross Validation Algorithm

<table>
<thead>
<tr>
<th>Number of worker threads</th>
<th>Speedup ratio</th>
<th>Accelerated efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>79.892</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>40.289</td>
<td>1.983</td>
</tr>
<tr>
<td>3</td>
<td>28.224</td>
<td>2.831</td>
</tr>
<tr>
<td>4</td>
<td>21.232</td>
<td>3.763</td>
</tr>
</tbody>
</table>

Speedup ratio and speedup efficiency of three SVM data sets with different size under different working threads are calculated with the speedup ratio and the speedup efficiency separately shown in Table 2 and 3.

### Table 2: Speedup Ratio of Different Data Sets under Different Working Threads

<table>
<thead>
<tr>
<th></th>
<th>a1a</th>
<th>a5a</th>
<th>a7a</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 works</td>
<td>1.983039</td>
<td>1.979069</td>
<td>1.983592</td>
</tr>
<tr>
<td>3 works</td>
<td>2.883864</td>
<td>2.897889</td>
<td>2.894769</td>
</tr>
<tr>
<td>4 works</td>
<td>3.667964</td>
<td>3.785801</td>
<td>3.781785</td>
</tr>
</tbody>
</table>

### Table 3: Speedup Efficiency of Different Data Sets under Different Working Threads

<table>
<thead>
<tr>
<th></th>
<th>a1a</th>
<th>a5a</th>
<th>a7a</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 works</td>
<td>0.991520</td>
<td>0.989535</td>
<td>0.991796</td>
</tr>
<tr>
<td>3 works</td>
<td>0.961288</td>
<td>0.965963</td>
<td>0.964923</td>
</tr>
<tr>
<td>4 works</td>
<td>0.916991</td>
<td>0.946450</td>
<td>0.945446</td>
</tr>
</tbody>
</table>

3.3 Open API

In order to share data and model in a standard way, REST (Representational State Transfer) architecture, one of the salient advantages of which is that it can be implemented entirely through the HTTP protocol and it can use Cache to improve response speed is adopted by the Cloud Chem open platform. REST abstracts everything on the network as a resource, each of which corresponds to a unique resource identifier. (Zhu et al., 2012) All Open API on Cloud Chem platform can be implemented by means of POST or GET in HTTP protocol, so almost all computing languages can communicate with REST server by using HTTP protocol.

4. Conclusion

Cloud Chem—a cloud-based stoichiometry software service that employs a software-as-a-service model and uses browser/server architecture to provide professional stoichiometry software services is presented in this paper. Experiments show that the speedup ratio of the parallel cross validation framework on the 4 core CPU is greatly improved. Therefore, Cloud Chem can overcome the shortcomings of traditional stoichiometry software and the software service platform based on this method can realize effective, high-speed and integral storage, analysis and digging regarding chromatography, spectroscopy, NMR, mass spectrometry and other data and minimize infrastructure cost in using the stoichiometry software and software cost. However, in practical application, data obtained by the same sample measured by different instruments may be different, especially in the applications of near infrared spectroscopy, this difference is more obvious. So, to share the NIR calibration model, further research is needed on the correction method of data to achieve independence of data analysis and instruments.
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