Efficient Flow Modelling in Equipment Containing Porous Elements
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Possible ways to model flow distribution and pressure drop in process and power equipment containing porous elements (e.g. tube sheets of dense tube bundles of recuperative heat exchangers, matrices of regenerative heat exchangers, packed beds of catalytic converters, etc.) are discussed. A simplified, hybrid flow distribution and pressure drop model based on finite volume method and applicable to a wide variety of equipment is proposed. Given the fact that the model in question is intended to be utilised primarily in optimisation algorithms, emphasis is placed on both obtaining accurate-enough data within relatively short time frames and ease of automation of the process. A proof-of-concept implementation of the model is discussed alongside improvements regarding solution convergence and solution efficiency in general that are critical in order to make the model commercially viable given its intended application.

1. Introduction

Often times it is necessary to optimise various parts of flow distribution systems for better performance and reliability. With the advent of more and more powerful computing hardware it may seem that utilising detailed 3D flow models based on Computational Fluid Dynamics (CFD) is the right choice for the mentioned purpose whether one is designing new equipment (Wei et al., 2015), analysing flow behaviour in an existing apparatus (Khaled et al., 2016), or making modifications to flow distribution-related parts in an already operated piece of equipment (Facão, 2015). But is it really so?

In some cases (e.g. Anbumeenakshi and Thansekhar 2016) it may be beneficial to forgo modelling altogether and carry out an experimental investigation. If only a few flow system geometries need to be evaluated with the best possible accuracy (as was done for example by Chen et al., 2015) then it certainly is appropriate to utilise CFD and accept that, given the nature of such models, the necessary data will not be available in minutes but rather in hours, tens of hours, or even days. The same applies to situations where employing a simplified model just is not practicable – be it due to the complexity of the flow system geometry (Li et al., 2014) or because constructing a simplified model would probably be non-trivial (as discussed for instance by Pendyala et al. 2015 in case of nanofluid flows). If, however, an engineer deals with the initial part of a design process of relatively common equipment and needs to estimate the behaviour of tens or hundreds of possible flow system geometries (or distribution scenarios) then, clearly, making use of detailed CFD models just to reject the majority of options would not make much sense. This is where simplified and fast, albeit less accurate flow models are more fitting. These, though, are rarely discussed in the literature and if they are, they either tend to be tailored to specific flow system geometries and thus suffer from limited flexiblity (see for example the model developed by Turek et al. (2011) which is applicable to double-U-tube heat exchanger modules) or only a cursory outline is mentioned as a side note and the main focus is still on detailed CFD modelling – as is e.g. the case of the aforementioned paper by Facão (2015).

Considering the porous nature of various elements of process and power equipment, by that we mean in this paper any element that can be for the purposes of flow distribution modelling reasonably represented by a porous structure. It can therefore be a packed bed of a catalytic converter (Turek et al., 2014), a matrix...
in a regenerative heat exchanger (Drobnič et al., 2016), a plate-fin block of a recuperative heat exchanger (Liu et al., 2015), a dense tube bundle (Turek et al., 2015), or any other similar structure. The following text discusses the two most common flow distribution and pressure drop modelling approaches, that is, detailed 3D Computational Fluid Dynamics-based modelling and simplified 1D or 2D modelling, together with their advantages and disadvantages. Then a proposed hybrid modelling approach is described and its benefits as well as not-yet-resolved caveats are reviewed.

2. Challenges of detailed 3D CFD flow distribution modelling

In flow distribution systems the inlet stream splits into multiple, often thousands of streams and, consequently, combines back into a single outlet stream. Hence, the flow usually exhibits strong turbulence and, as the authors of this paper can attest, numerical flow simulations of these systems therefore are highly unstable in the first ca. 50 to 100 iterations. This brings about the need to bootstrap every such computation (unless, of course, one is willing to deal with meshes consisting of tens of millions of cells). In other words, if one is to obtain a converged solution with a moderately-sized mesh then:

(i) Mesh quality (in terms of cell skewness, aspect ratio, and smoothness) must be reasonable and the solution must be initialised with a relatively accurate estimate — e.g. in ANSYS Fluent (ANSYS, 2015). Hybrid initialisation is often much more suitable than Standard Initialisation.

(ii) Lower under-relaxation factors may be necessary in the first phase of the solution process. Similarly, relatively generous solution variable limits are recommended to prevent unnecessary value cut-offs which may lead to divergence.

(iii) It is good practice to start with a minimal setup — flow equations (momentum and pressure) together with turbulence included e.g. via the k-ε model (Launer and Spalding, 1974) or the Realizable k-ε model as recommended by Chen and Sparrow (2009). First-order differencing schemes such as the First Order Upwind Scheme (Courant et al., 1952), the Hybrid Scheme (Spalding, 1972), or the Power Law Scheme (Patankar, 1981) are good fits here as well as the straightforward SIMPLE pressure-velocity coupling (Patankar, 1972). There is virtually no point in attempting solution initialisation with a pressure-velocity coupling providing faster convergence because its benefit would be lost due to the current solution being very far from its stabilised state. It should also be noted that reversed flow is almost always encountered at the outlet(s) at the very beginning of the computation should the outlet zones be relatively short (3–6 times the hydraulic diameter of the outlet header).

(iv) Once a converged intermediate solution is obtained, one can switch to a higher-order differencing scheme — e.g. QUICK (Leonard, 1979) — and, again, run the computation until convergence is reached. It is not uncommon to still encounter reversed flow at the outlet(s) this far into the computation in spite of the fact that later on in the converged solution no reversed flow will be observed there.

(v) As the next step, under-relaxation factors can be gradually made larger while the solution is allowed to converge after each change. Analogously, the solution variable limits, if modified, can be gradually returned to their default values while making sure a converged state is reached after each change.

(vi) At this point one can include other equations such as the energy equation. If the fluid undergoes no significant temperature change in the distribution system then this step may be omitted given our aim being to obtain an accurate-enough estimate of flow distribution in as little time as possible.

As is apparent from the steps listed above, this is by no means a straightforward process. Also, even though automation is possible to a certain degree (e.g. in ANSYS Fluent one can employ journal files), one still has to monitor the computation closely and make impromptu adjustments to avoid divergence, unnecessarily slow convergence, or unsuitable ψ values.

The second challenge concerning flow distribution modelling lies in flow instability. There is no guarantee that the steady-state solution which one has obtained earlier truly reflects the reality, that is, that flow rates through individual flow channels (e.g. the tubes of the bundle) do not fluctuate too much in time. This is why carrying out a transient simulation in addition to the steady one is always recommended. Should one opt to do so, it might be beneficial to switch to a faster-convergence pressure-velocity coupling — e.g. PISO (Issa, 1986) — after the steady-state solution has been obtained. Still, the relative benefit of such a decision depends on the actual flow system behaviour because in many cases a “one-iteration-per-time-step” simulation process results from a careful steady solution initialisation and as such a faster-convergence pressure-velocity coupling may prove to be slower due to its increased computational cost.

In summary, with a detailed 3D CFD model one gets very accurate data compared to various simplified modelling approaches (although some simplified models have been shown to provide solutions very similar to those obtained with detailed CFD models — see e.g. (Turek et al., 2015)). The process is still rather laborious and requires a lot of time and almost constant supervision. This is why it makes sense to develop simplified, fast, and automatable flow distribution models which can then be used effortlessly by process engineers.
3. Challenges of simplified 1D and 2D flow distribution modelling

Vast majority of porous elements present in process and power equipment do not feature one dominant dimension – a tube bundle, for instance, rarely consists of just one or two tube rows. As a consequence, (quasi-)1D flow distribution models, that is, models consisting of multiple interconnected 1D submeshes, usually cannot describe the porous elements in question accurately enough. Still, for a very limited set of scenarios (quasi-)1D models may serve quite well (Turek et al., 2011). Two-dimensional models, on the other hand, can handle various flow distribution geometries very well (see for example the aforementioned paper by Turek et al. (2015)). Flow variables corresponding to the mesh elements in such (quasi-)2D models, however, are almost always evaluated sequentially because simultaneous (or segregated) evaluation of velocity, pressure and other fields is rather challenging in terms of convergence on the grounds of problematic interconnection of the different-dimension submeshes via source terms. That being said, this type of models usually suffers from a major downside being the necessity to (i) carefully construct the respective computer code including a suitable and numerically sound way of making flow variable corrections, (ii) often times use significant under-relaxation factors slowing down already very slow convergence, and, last but not least, (iii) change non-negligible portions of the code each time a non-trivial change is made to the flow system geometry. Still, with respect to accuracy (quasi-)1D and (quasi-)2D models – if applied carefully to a specific class of flow distribution systems with a very limited range of possible geometry changes – often are more than satisfactory for fast and effortless preliminary evaluation of simpler flow systems.

In reality, though, this is seldom the case. Process engineers need a tool that can be used to preliminarily evaluate many different types of flow systems without the need to change the respective computer code for it to meet the current requirements.

4. Hybrid modelling approach

It is obvious from the previous paragraphs that both the detailed 3D CFD modelling and simplified (quasi-)1D and (quasi-)2D modelling approaches provide benefits as well as suffer from shortcomings. It would therefore be of great interest to process engineers to have available a tool that would (i) provide relatively accurate flow distribution data in reasonable time frames and (ii) allow effortless solution automation of flow distribution problems which, inherently, are numerically ill-posed.

The former requirement is straightforward – fast flow evaluation at the cost of too low an accuracy is as pointless as obtaining quite an accurate solution within an unacceptably long time frame. The second requirement, however, is more complex and includes several factors. Given the needs of process engineers, the respective tool must be able to not only manage the solution process so that a converged solution is obtained with as little user intervention as possible but also generate a suitable mesh from several key pieces of data (such as the main dimensions of the evaluated flow distribution system) and statistically process the obtained results in case of unsteady computation (e.g. time-averaging of tube mass flow rates with respect to a maximum allowed fluctuation error).

The following text is tailored to the specifics of dense tube bundles (i.e., tube bundles with larger ratios of total tube cross-sectional area to tube sheet area) but it can easily be generalised to other types of porous elements.

4.1 Implemented simplification measures

The starting point for the hybrid modelling approach is a 3D CFD model including mass, momentum, and energy transport with turbulence being tentatively neglected. In other words, the initial model works with a 3D mesh and solves the momentum equations to get the \( u, v, \) and \( w \) velocity fields and the pressure correction equation (the SIMPLE pressure-velocity coupling is utilised) to get the pressure field.

The primary simplification lies in mesh consisting solely of cuboid cells because this not only significantly reduces the number of cells required to span the flow system geometry but also greatly simplifies the manner in which gradients etc. are calculated internally when matrix coefficients are being generated. Lower overall number of cells provides obvious reduction in computation time. As for the gradients etc., the cuboid nature of the cells ensures that normal components of all face fluxes are inherently equal to the \( x, y, \) and \( z \)-fluxes themselves.

The disadvantage of a cuboid-cell mesh is obvious; one can hardly use such cells to fully span non-cuboid elements. Still, there is a relatively easy remedy for this – any cube can simply be replaced by a set of \( N \times N \) cuboid cell layers resulting in the identical cross-sectional area (see Figure 1). If there is a non-zero heat flux prescribed for the tube surface then the original value must obviously be scaled to match the new “tube” surface area by the factor of \( F_d = \pi d_t / (4 N l_c) \) in which \( d_t \) denotes the tube outer diameter, \( N \) the number of cells spanning one side of the square tube mesh cross-section, and \( l_c \) the respective tube cell side length.
There is one more benefit regarding cuboid-cell meshes, namely the ease with which such meshes can be generated. Given the common arrangements of tubes in bundles (90°, 60°, and 45°) it can easily be seen that if one is to span the flow distribution system geometry without cell face splitting, the fineness of the resulting mesh is governed by a single parameter – the number of cells spanning one side of the square tube mesh cross-section, $N$. The spaces between tube rows and also between individual tubes in rows are then spanned accordingly with cells sized as close to the tube cells as possible.

Considering the actual value of $N$, the lower limit generally is two. The reason for this is that in a simplified model it is sufficient to utilise the SIMPLE pressure-velocity coupling which operates on a staggered grid. With this in mind, it is obvious that with a single cell comprising tube cross-section the momentum transport from the distribution header to the tubes and from the tubes to the collection header would suffer thus rendering the computation even more unstable and likely to diverge. Using too large a value of $N$ – say, more than six – also may not be a good idea because this would defeat the purpose of simplified modelling (size of the resulting mesh would most probably be of the order of units of millions of cells). In any case, one can further optimise the mesh by employing a double sided, uneven (e.g. successive ratio) longitudinal spacing in the tubes or a single sided, uneven spacing in the headers in directions normal to tube sheets. This modification, which is trivial to implement, provides two benefits: (i) the number of cells is further reduced and (ii) mesh quality is improved because mesh fineness is greater in areas where gradients of flow variables are likely to be large and lower where no significant changes are expected.

As mentioned above, in most flow distribution problems the SIMPLE pressure-velocity coupling should suffice. One could make use of a faster-convergence coupling – e.g. SIMPLER (Patankar, 1980), SIMPLEC (Van Doormaal and Raithby, 1984), or PISO – but the actual benefit in terms of shortening of the evaluation time may well be cancelled due to its larger computational complexity. What is more, with respect to the nature of flow distribution problems such couplings may even hinder convergence in the initial phase of the computation when it is not yet stabilised enough.

With respect to differencing schemes, again, there is virtually no point in employing other than the first order ones (upwind, hybrid, or power law). Although it is true that with a second order scheme such as QUICK the accuracy of the resulting data would be somewhat higher, given the nature of the model one is after here (a simplified one) it is debatable whether the associated increase in computational complexity and hence also increase in computational time is warranted.

With regard to the fact that temperature changes stemming from energy dissipation are rather insignificant, solving the energy equation is only necessary if heat transfer is in effect in some part of the flow distribution system (e.g. in the tubes). Solving this equation for adiabatic systems would lead only to a marginal increase in accuracy but at the cost of significant increase in computational cost.

Lastly, let us focus on boundary conditions. Because we are interested in maintaining the total mass flow rate through the entire system, the mass flow inlet boundary condition must be implemented (in some cases the velocity inlet boundary condition is also acceptable but the actual velocity then has to be calculated from the prescribed total mass flow rate). Second, the pressure outlet boundary condition must be available so that pressure frame can be specified for the solution. Third, we need the stationary wall boundary condition – e.g. of the "no slip" type. Frictional pressure drop as well as heat transfer in case of heated/cooled walls can then be easily modelled in a simplified way via source terms.

---

**Figure 1: Top view of the original tube geometry and the replacement tube mesh consisting of layers of 4 × 4 cuboid cells**
In summary, to obtain a simplified 3D CFD model covering virtually any reasonable flow distribution system it is enough to solve the usual momentum and pressure correction equations coupled via SIMPLE and supplemented by source terms accounting for changes in gravitational potential energy, pressure losses due to friction, and possible additional minor losses in the porous structure. Should heat transfer be in effect then, obviously, also the energy equation is required with fluid heating or cooling in the respective cells again being included in a simplified manner via source terms.

4.2 Computational efficiency concerns

In each major iteration of the simplified CFD solver we must solve – at least approximately – four or five rather large systems of linearized equations. Each of these systems is of the rank of roughly the number of cells in the mesh, that is, each of the matrices contains tens to hundreds of thousands of rows. It is therefore essential that the numerical methods employed for this purpose are as efficient as possible. This can be achieved by utilising highly-optimised computer codes such as ATLAS (Whaley et al., 2001), BLAS (Dongarra, 2002), or LAPACK (Anderson et al., 1999). Further increase in efficiency can be accomplished by splitting the matrix-solving code over multiple threads.

Many specialised linear algebra libraries based on such high-performance codes are available for programmers’ convenience. For example, the testing CFD code – written by the authors of this paper in Oracle Java (Oracle, 2016) – makes use of the MTJ-N package (Halliday, 2016) which acts as an intermediary between pure Java code and native implementations of BLAS and LAPACK. Being given a sample flow system, this code was able to automatically generate a suitable mesh consisting of roughly 55,000 cells and provide a fully converged steady-state solution in ca. 130 s (126 iterations) while being run in a single-core mode on a regular office computer.

4.3 Potential caveat & future work

Admittedly, in many flow distribution scenarios the convergence of simplified 3D CFD models is rather slow (or even problematic) regardless the actual under-relaxation factors. It therefore still remains to be seen whether including the effect of turbulence into the model would provide substantial improvement in terms of convergence so that the increased computational cost would be justified. This, of course, renders the discussed type of models less practicable; however, possible computationally cheap ways of convergence improvement including the major iteration-specific selection of internal matrix solver type and its setup are currently researched by the authors. As for model validation and benchmarks, these activities are planned for the future but neither of them has yet been carried out for obvious reasons.

5. Conclusions

It has been shown that, compared to both 3D CFD modelling and simplified (quasi-)1D and (quasi-)2D modelling the proposed hybrid approach provides significant benefits. First, hybrid models are universally applicable – just as the usual 3D CFD models are – but one is not required to deal with mesh creation (which is often non-trivial) because in case of cuboid-cell meshes this can easily be automated.

Second, the model places emphasis on short evaluation times at the cost of lower, but still good-enough accuracy. Even though these times are somewhat longer compared to (quasi-)1D and (quasi-)2D models due to decidedly larger meshes and more complex nature of the employed equations, this is remedied by the fact that virtually no modifications to the hybrid model are necessary if flow system geometry is changed (apart from the portion which handles mesh creation but that is in most cases a rather simple affair). In contrast, a relatively minor change in geometry can result in a lot of necessary changes in a (quasi-)1D or (quasi-)2D model due to their being tailor-made for specific flow systems.

Lastly, although no benchmark or validation has been carried out as of yet due to the still not fully resolved issues with convergence, one can reasonably expect the resulting data to be at least as accurate as those obtained with lower-dimension models. In any case, the main advantage, that is, the universality of such models combined with very easy generation of meshes and short computational times, remains and promises to yield a valuable flow distribution evaluation tool once the convergence issues have been overcome.
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