Soft-sensing Modeling Based on PSO-FNN Inversion for Penicillin Fermentation Process
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As for the problem that the crucial parameters of penicillin fermentation process are difficult to be online measured, a soft-sensing modeling method is proposed based on PSO-FNN inversion. Firstly, a dynamic system model is developed based on the material balance relation of the penicillin fed-batch fermentation process, and existence of inverse system is analyzed. And then, an inverse model has been developed offline by use of fitting capacity of fuzzy neural network (FNN); online optimization is made by use of particle swarm optimization (PSO) algorithm on the basis of deviation information. Finally, to connect the inverse model and original fermentation process in serial into a compound pseudo-linear system, and based on the inverse system theory, realize the prediction of the crucial parameters. The simulation experiment shows that a better prediction for the crucial parameters of penicillin fermentation process is obtained based on PSO-FNN inversion algorithm.

1. Introduction

As the first kind of antibiotic that is purified and clinically used in a large scale, penicillin has initiated a new era of antibiotic therapy and now is the antibiotic in the largest global demand (Chi et al., 2015). However, as penicillin fermentation process involves growth, reproduction and metabolism processes of microorganism, during such fermentation, multiple parameters feature a multi-variable, strong coupling and uncertain nonlinear dynamic relation among them. Meanwhile, it is hard to make online or fast measurement of some crucial parameters that reflect quality during fermentation. Currently they are mostly obtained by way of laboratory offline analysis and assay following timing sampling and come with substantial time delay in measurement, making it hard to meet requirements on real-time control and greatly limiting application of advanced technology in penicillin fermentation process. Soft-sensing technology is an effective way to solve this problem. Therefore, research in soft-sensing of penicillin fermentation process is of great theoretical significance and application value (Qi et al., Nestaas and Wang, 2006; Sun et al., 2010).

In recent years, inverse system theory has been provided an effective approach for soft-sensing of non-linear system because of its clear concept, simple method. However, the application of the inverse system method requires the associated object’s mathematical model and specific system parameters to be established. Moreover, the analytic expression of the inverse system should be accurately determined. All these considerations greatly limit the application of the inverse system method in soft-sensing of non-linear systems. Specific to the foregoing “bottlenecks”, Dai xianzhong et al. (2006) introduced the idea of intelligent control into inverse system method, used neural network to tell between inverse models of non-linear systems, and applied that to soft-sensing of fermentation. However, in this method, the process system model for inverse system analysis is based on simplified model of Monod equation, which ignored many non-linear components, making it inconsistent with practice of fermentation site and unreasonable to the original non-linear system. Also neural network method is based on the black box theory, it is difficult to utilize existing experiential knowledge and can’t process and describe fuzzy information, meanwhile, it requires a higher demand for sample. So it is difficult to well identify the complicated non-linear system as penicillin fermentation process.

On the basis of this, in this work, with use of a mechanism modeling approach, a dynamic system model is developed based on the material balance relation in penicillin fermentation process. With respect to the multi-variable non-linear model, inverse system method is combined with fuzzy neural network combining fuzzy systems with neural network, and a modeling approach based on fuzzy neural network (FNN) inversion is
The theoretical analysis and simulation result demonstrated that the approach provides higher accuracy in predicting crucial parameters during penicillin fermentation process.

2. Fermentation process modeling

In this work where penicillin fed-batch fermentation process is taken as an example, the concentrations of mycelia and metabolite in various feeding liquids are assumed to be 0. According to material balance relation Eq (1) of various substances (mycelia, substrate, metabolite, oxygen, H+ and so on) in the penicillin fermentation process, a system dynamic model (Nestaas Eirik et al., 2006) was developed as

\[
\frac{dx}{dt} = \mu(x,S,P,pH)X - \frac{x \, dV}{V} \tag{1}
\]

where \( x \in \{ X,S,P,C_t,pH \} \), \( X,S,P,C_t,pH,V \) are mycelia concentration, substrate concentration, product concentration, dissolved oxygen concentration, pH value and the volume of the fermentation liquor respectively; \( \mu \) is the specific rate of various substances.

In the penicillin fed-batch fermentation process, various substrates were fed continuously as per specific concentrations to provide the necessary carbon source, nitrogen source, inorganic salt and precursor substances, as well as to adjust and control the pH value of the fermentation liquor to be maintained in an optimal range. The fermentation volume \( V \) and pH varied as the addition of various substrates. Their balance equations were expressed respectively as

\[
\frac{dV}{dt} = f_t + f_a + f_p + f_paa
\]

\[
\frac{d\text{pH}}{dt} = \gamma(x,S,P,C_t,pH)X - \frac{X \, dV}{V} + S_a f_a - S_p f_p - S_paa f_paa
\]

where \( f_t, f_a, f_p, f_paa \) are feeding rates of glucose, aqueous ammonia, ammonium sulfate(APS), monopotassium phosphate (KDP) and phenyl acetic acid (PAA) respectively; \( S_a, S_p, S_paa \) are the flow liquid concentrations of aqueous ammonia, glucose, APS, KDP and PAA respectively; and \( \gamma \) is the specific consumption rate of H+. As the only restrictive substrate of penicillin fermentation, carbon source was required in a large quantity and would be consumed at a comparatively quickly. Considering the influence of source of carbon (glucose) in the fermentation process, the balance equation of substrates was expressed as

\[
\frac{dS}{dt} = -\nu(x,S,P,C_t,pH)X + \frac{S \, dV}{V}
\]

where \( \nu \) is the specific consumption rate of various substrates.

In the stage of penicillin synthesis, the hydrolysis reactions of precursor substance (PAA) and penicillin would significantly affect the penicillin yield. The influence of PAA addition and hydrolysis rate \( K \) on the fermentation process has been considered in the following balance equation of product concentration

\[
\frac{dp}{dt} = \rho(x,S,P,C_t,pH)X - K_p f_paa - \frac{p \, dV}{V}
\]

where \( K_p \) is hydrolysis rate, \( K_i \) is inhibition constant and \( \rho \) is specific production rate of the product. With respect to the aerobiotic characteristic of penicillin fermentation and in the consideration of the influence of reactor size on the dissolved oxygen level of the fermentation liquor, the volumetric oxygen mass transfer coefficient \( (K_a) \) was introduced into dissolved oxygen balance equation

\[
\frac{dC}{dt} = -\eta(x,S,P,C_t,pH)X + K_i (C_t - C_t^*) - \frac{C_t \, dV}{V}
\]

where \( C_t^* \) is the oxygen saturation concentration and \( \eta \) is the specific consumption rate of oxygen.

The mycelia concentration, substrate concentration and product concentration \( \dot{x} = [X,S,P]^T \) are selected as non-direct measurable parameters; the dissolved oxygen concentration, pH value and fermentation liquor
volume $z = [z_1, z_2, z_3] = [C_1, p, H, V] \uparrow$ are selected as direct measurable parameters; and the feeding rates of various substrates $u = [f_s, f_p, f_s, f_p, f_p, f_p, f_p, f_p, f_p, f_p] \uparrow$ are selected as input. The state equations are given by:

\[
\begin{align*}
\dot{x}_1 &= \beta(x_1, x_2, x_3, x_4, x_5) x_1 \sum_{i=1}^{\infty} h_i \\
\dot{x}_2 &= h(x_2, x_1, x_3, x_4, x_5) x_2 \sum_{i=1}^{\infty} h_i \\
\dot{x}_3 &= \rho(x_3, x_1, x_2, x_3, x_4, x_5) x_3 \sum_{i=1}^{\infty} h_i \\
\dot{x}_4 &= \eta(x_4, x_1, x_2, x_3, x_4, x_5) x_4 \sum_{i=1}^{\infty} h_i \\
\dot{x}_5 &= \nu(x_5, x_1, x_2, x_3, x_4, x_5) x_5 \sum_{i=1}^{\infty} h_i
\end{align*}
\]

(7)

where $x = [x_1, x_2, x_3, x_4, x_5, x_6] \uparrow = [X, S, P, C_1, p, H, V] \uparrow$ is a state vector; $u = [u_1, u_2, u_3, u_4, u_5] \uparrow = [f_s, f_p, f_s, f_p, f_p, f_p, f_p, f_p] \uparrow$ is an input vector; $\mu, \nu, \rho, \eta, \gamma$ are the analytical functions of respective status variables; $s_i (i = 1, \ldots, 9)$ are all non-zero constants.

3. System reversibility analysis

Specific to the dynamic system model (7), the soft-sensing modeling is established based on inverse system method. Inverse system method has a good effect in soft-sensing modeling of nonlinear system, which is a kind of feedback linearization method of nonlinear system. Under the condition that the original system is invertible, the inverse system, with the function of dynamic compensator, is cascaded with the original system to transform the input-output relationship of the compound system to be a decoupled identity mapping relation. This realizes the mirror of some crucial parameters. The reversibility analysis and the corresponding inverse model are given as follows.

Lemma 1: System $\Sigma$ is invertible in a certain $(x_i, u_i)$ neighborhood, if and only if the relative order of this system equals $\text{rank} \left( \frac{\partial Z_r}{\partial x_i} \right) = r = l$, where $l$ is the number of variables impossible to measure directly.

The Interactor algorithm is used to analyse the reversibility of the penicillin fermentation process, with the analysis process, with the analysis process as follow:

The derivative of direct measurable parameters to time should be calculated primarily until the useful information for structuring the inverse model could be obtained. The Eq(7) leads to:

\[
\begin{align*}
\dot{x}_1 &= -\eta(x_1, x_2, x_3, x_4, x_5) x_1 \sum_{i=1}^{\infty} h_i \\
\dot{x}_2 &= -\nu(x_2, x_1, x_3, x_4, x_5) x_2 \sum_{i=1}^{\infty} h_i \\
\dot{x}_3 &= -\rho(x_3, x_1, x_2, x_3, x_4, x_5) x_3 \sum_{i=1}^{\infty} h_i \\
\dot{x}_4 &= -\eta(x_4, x_1, x_2, x_3, x_4, x_5) x_4 \sum_{i=1}^{\infty} h_i \\
\dot{x}_5 &= -\nu(x_5, x_1, x_2, x_3, x_4, x_5) x_5 \sum_{i=1}^{\infty} h_i
\end{align*}
\]

(8)

where $g(x, u, u, u, u, u, u, u, u, u, u, u) = \left( \frac{\partial g}{\partial x_1} \right) \left( \frac{\partial g}{\partial x_2} \right) \left( \frac{\partial g}{\partial x_3} \right) \left( \frac{\partial g}{\partial x_4} \right) \left( \frac{\partial g}{\partial x_5} \right)$

Let matrix $J = \frac{\partial Z_r}{\partial x_i} = \frac{\partial (z_1, z_2, z_3)}{\partial (x_1, x_2, x_3)}$, then

\[
J = \begin{bmatrix}
\frac{\partial g_1(x, u)}{\partial x_1} & \frac{\partial g_2(x, u)}{\partial x_2} & \frac{\partial g_3(x, u)}{\partial x_3} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_2} & \frac{\partial g_2(x, u)}{\partial x_3} & \frac{\partial g_3(x, u)}{\partial x_4} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_3} & \frac{\partial g_2(x, u)}{\partial x_4} & \frac{\partial g_3(x, u)}{\partial x_5} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_4} & \frac{\partial g_2(x, u)}{\partial x_5} & \frac{\partial g_3(x, u)}{\partial x_6} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_5} & \frac{\partial g_2(x, u)}{\partial x_6} & \frac{\partial g_3(x, u)}{\partial x_7} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_6} & \frac{\partial g_2(x, u)}{\partial x_7} & \frac{\partial g_3(x, u)}{\partial x_8} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_7} & \frac{\partial g_2(x, u)}{\partial x_8} & \frac{\partial g_3(x, u)}{\partial x_9} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_8} & \frac{\partial g_2(x, u)}{\partial x_9} & \frac{\partial g_3(x, u)}{\partial x_{10}} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_9} & \frac{\partial g_2(x, u)}{\partial x_{10}} & \frac{\partial g_3(x, u)}{\partial x_{11}} & 0 & 0 \\
\frac{\partial g_1(x, u)}{\partial x_{10}} & \frac{\partial g_2(x, u)}{\partial x_{11}} & \frac{\partial g_3(x, u)}{\partial x_{12}} & 0 & 0
\end{bmatrix}
\]

(9)

where

$g_1(x, u) = \left[ x_1 \frac{\partial g_1(x, u)}{\partial x_1} + x_2 \frac{\partial g_1(x, u)}{\partial x_2} \right] \frac{\partial g_1(x, u)}{\partial x_3} + \frac{\partial g_1(x, u)}{\partial x_4} + \frac{\partial g_1(x, u)}{\partial x_5} \right] \frac{\partial g_1(x, u)}{\partial x_6} + \frac{\partial g_1(x, u)}{\partial x_7} + \frac{\partial g_1(x, u)}{\partial x_8} + \frac{\partial g_1(x, u)}{\partial x_9} + \frac{\partial g_1(x, u)}{\partial x_{10}} + \frac{\partial g_1(x, u)}{\partial x_{11}} + \frac{\partial g_1(x, u)}{\partial x_{12}}$
If $\frac{\partial g(x,u)}{\partial x_i}$ is constantly not zero in the whole real vector space, it can be known from Lemma 1 that $J = \partial Z^T_j / \partial \hat{x}^j = \partial (\hat{z}_i, \hat{z}_i, \hat{z}_i) / \partial (x_i, x_i, x_i) = 3$, meeting the system reversibility condition, i.e. the system is globally reversible. However, as far as $\frac{\partial g(x,u)}{\partial x_i}$ is concerned, it is hard to ensure that the condition of not being zero is met everywhere in the whole real vector space $R$.

Based on the foregoing, and in consideration of the current operation of penicillin fermentation process (always operating in certain specific working area and such area is only a very small one of the real vector space $R$). Therefore, let’s firstly assume $\frac{\partial g(x,u)}{\partial x_i}$ in the working area of penicillin fermentation process is constantly not zero, meeting the system reversibility condition. Afterwards, use the method herein to build the inverse soft-sensing model, and then use actual test result to judge whether such assumption is reasonable.

Assuming the system meets the system reversibility condition in working area of penicillin fermentation process, so according to inverse function existence theorem and expressions (7) and (8), the structure of the inverse model for penicillin fermentation process is:

$$
\begin{bmatrix}
\hat{x}_1 \\
\hat{x}_2 \\
\hat{x}_3
\end{bmatrix} = \phi_1(x_1, x_2, x_3, \hat{x}_1, \hat{x}_2, \hat{x}_3, u, u)
$$

However, it is difficult to get the analytical expression of the inverse model (10). But in recent years, fuzzy neural network (FNN) combing the advantages of neural network and fuzzy logic system has become a very active subject in many scientific and engineering areas (Shah and Gopal, 2014; Chai, 2011), which utilize both powerful system identification ability of neural network and the linguistic, human-like reasoning of fuzzy systems (Wang et al., 2008). It has the properties of parallel computation scheme, easy to implement, fuzzy logic inference system, and parameters convergence. Therefore it is suitable for solving the identification problem of complicated non-linear systems. Based on this, this project uses FNN to identify the three nonlinear functions $\phi_1, \phi_2, \phi_3$ in expression (10).

As for FNN system identification, the optimization of the main parameters (center $a_i$ and width $b_i$ of the Gaussian membership function respectively, weight $w_i$) exert an important effect on the developing of inverse model. Traditional parameter optimization methods are mostly based on experience and trial-error methods, making it difficult to ensure precision and computing speed. In the recent years, Particle swarm optimization (PSO) has been applied for optimization of engineering field development planning (Zhang et al., 2013). Generally speaking, the PSO algorithm has a strong ability to find the most optimistic result. After suitably modulating the parameters for the PSO algorithm (Nie et al., 2011), the rate of convergence can be speeded up and the ability to find the global optimistic result can be enhanced (Hashemi and Meybodi, 2011). In order to obtain inverse model with relatively high prediction effect, this project applies PSO to make on-line optimization and adjustment of FNN.

4. Soft-sensing Modeling

The PSO-FNN is used to identify the inverse model (10) of the penicillin fermentation process, with specific steps of the identification process as follows:

Firstly, samples obtaining and processing. In order to stimulate the non-linear characteristic within the penicillin fed-batch fermentation, we select the random signals in the field of practical work as input to real-time measure the response of the fermentation processes. From Eq(10) we can see, the training sample set of process are $\{x_1, x_2, x_3\}$ and $\{x_1, x_2, \hat{x}_1, \hat{x}_2, \hat{x}_3, u, u\}$. The former is the output of inverse model, i.e. desired output; and the latter is the input, where the direct measurable parameters $\{x_1, x_2, x_3\}$ and input parameters $u = [u_1, u_2, u_3, u_4, u_5]$ can be obtained by direct sampling; and the various-order derivative information of the direct measurable parameters $\{x_1, x_2, \hat{z}_1, \hat{z}_2, \hat{z}_3\}$ is offline determined by using high-precision five-point numerical algorithm. The non-direct measurable parameters $\{x_1, x_2, x_3\}$ are determined by offline analysis and chemical test. The obtained data is differentially fitted using the least square method to obtain the training sample corresponding to the input.
Secondly, offline fitting and online optimization. Based on the input/output data set, the FNN undergoes offline training and learning, and uses a clustering method to determine the corresponding initial parameters \( w_i^l, b_i^l \) and \( u_i \), thus developing the inverse model. According to the analysis value of the actual fed-batch fermentation process and deviation information output by FNN, go further to use PSO algorithm to online optimize FNN main parameters.

After connecting developed PSO-FNN inverse model in serial with penicillin fermentation process, a unit compound pseudo-linear system is formed; make the compound system’s input/output to present an identical mapping relationship and realize online prediction of crucial parameters.

5. Simulation and analysis

The penicillin fed-batch fermentation process is the object for experimental research. The experimental process is designed as follows to be close to practical productive process:

Firstly, penicillin fed-batch fermentation period of each batch is 180h and the sampling period T is 30min. \( C_i \), pH, \( T \), \( S \) are collected by sensors, \( X, S, P \) are sampled each 4h and offline analyzed. In which, \( X \) was measured by high-performance liquid chromatography (HPLC), \( S \) was measured by SBA-40C type multi-functional biosensor and \( P \) was measured using enzyme linked immunosorbent assay (ELISA). Secondly, the initial conditions of various batches are set to be different, the fed-batch strategies of various substrates varying correspondingly to enlarge batch differences. The pressure of the fermentation tank is controlled among 0~0.07Mpa and the pH of the fermentation liquor among 6.8~7.2, the temperature in early period and medium period is controlled at about 26°C and in late period is controlled at about 24°C, the stirring speed is controlled at 150~250rpm, and the concentration of the precursor PAA <1kg/m3.

FNN use four layers to quantify input states, and choose five fuzzy sets \{NB, NS, ZO, PS, PB\}. The input vector is \( \{x_1, x_2, x_3, x_4, u, a\} \), the output vector is \( \{x_5, x_6, x_7\} \), and the structure of FNN is 16-80-5-16-3. PSO is utilized to optimize the main parameters of FNN. The training number is 10000, and the objective function is \( J_k = \sum_{j=1}^{N_x} \left( \frac{\sum_{k=1}^{p} (x_j(k) - y_j(k))^2}{2} \right) \). \( x_j(k) \), \( y_j(k) \) and \( d(k) \) are actual analysis value and estimated of the output of the FNN, \( x_j^p \) is the position of dimension \( d \).

The fermentation data of the first 6 batches are selected as training sampling set, which are offline trained to obtain FNN, then the data of the 7th batch and the 8th batch are used to online optimization the FNN, and the data of the 9th batch and the 10th batch are used to examine the identification precision of FNN.

Fig.1 shows the comparisons of result predictions based on PSO-FNN inversion and FNN. Table 1 lists the maximum relative error MRE of the soft-sensing results of the two data batches.

![Figure 1: Comparative of prediction result: Mycelia concentration (a); substrate concentration (b); product concentration (c)](image)

*Table 1: MRE comparison by two models of the 10th batch*

<table>
<thead>
<tr>
<th>Fermentation batch</th>
<th>PSO-FNN Inversion</th>
<th>FNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( X/g \cdot L^{-1} )</td>
<td>( S/g \cdot L^{-1} )</td>
</tr>
<tr>
<td>The 9th Batch</td>
<td>1.37% 1.62% 2.36%</td>
<td>4.13% 3.46% 3.27%</td>
</tr>
<tr>
<td>The 10th Batch</td>
<td>1.08% 1.26% 2.73%</td>
<td>2.72% 2.61% 6.05%</td>
</tr>
</tbody>
</table>

As shown in Figure.1 and Table 1, in comparison with use of traditional FNN soft-sensing method, PSO-FNN inversion soft-sensing method produces prediction results that are closer to actual assay values; in particular, prediction effect of substrate concentration is very remarkable, adequately indicating that this work’s
assumption that \( \det(J) \) is constantly not equal to zero in the penicillin fermentation process working area is totally reasonable. During the logarithmic phase and stationary stage (50h-160h) of penicillin fermentation, when FNN method is used, the RMSE average value of soft-sensing of mycelia concentration, substrate concentration, and product concentration are 0.0302, 0.0193 and 0.0468 respectively; while PSO-FNN inversion are 0.0124, 0.0106 and 0.0162 respectively. This shows applying PSO-FNN inversion soft-sensing method is effective and reliable with an ability to improve the soft-sensing precision of mycelia concentration, substrate concentration and product concentration, and reaching the expected goal relatively satisfactorily.

6. Conclusions

In this work, by applying PSO-FNN inverse model identification and soft-sensing principle, the soft-sensing has been undertaken with respect to crucial parameters in a penicillin fed-batch fermentation process. The simulation experiment and comparison indicates that the approach needs not priori knowledge about penicillin fermentation process; it only needs relative order and input/output sample sets in the fermentation processes, to obtain ideal identification effect. That broke through the two limitations of traditional approaches. The above result can be developed to fit complex non-linear process modeling and high precision prediction such as biochemical reactions. PSO-FNN inverse system approach is also suitable to the modeling and soft-sensing of common non-linear reversible systems, and thus provides a new way for the soft-sensing of multi-variable non-linear systems.
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