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Determination of particle size distribution by image analysis is often rendered ineffective
due to the presence of touching and overlapping particles in the acquired images. The size
and shape estimation done on the image without separating the touching and overlapping
objects lead to gross errors in estimated values of size and shape. The existing methods of
separation like watershed segmentation and morphological processing suffer from problems
like over segmentation and relatively large processing times. A new automatic algorithm to
separate the touching and overlapping particles based on the intensity variations in the
regions of touching and overlapping particles and geometric features of boundary curves is
developed. The performance of the algorithm is compared with that of the watershed
segmentation algorithm as well as visual examination of images.

1. Introduction

Online measurement of particle size distribution (PSD) can be of utmost importance in the
monitoring and control of many particulate processes in the pharmaceutical and fine
chemicals industries amongst others. However many techniques of direct measurement are
not suitable for in-situ/online characterization purposes. Direct real-time visual
characterization is a promising alternative to complex and expensive particle measurement
systems and attempts in this direction have been reported in literature (Nazar et al. (1996),
Watano and Miyanami (1995)). However, this field still needs research and development
particularly in overcoming the problem of touching and overlapping particles.

There always exists touching and/or overlapping particles in images taken from particulate
systems where no particle dispersion is applied prior to image capture. There are processes
that are not amenable to dispersion, those of fragile nature like flocs and certain crystalline
particles. Development of an algorithm which can address issue of touching/overlapping
objects is the concern of the present paper. The existing approaches invariably take a priori
knowledge about the shape of the particles as input (Honakanen et al. 2005; Shen et al.
2000). Such an assumption does not hold good for many real life industrial systems. The
approach adopted in this paper is based on capturing the intensity variations along the
regions of touch/overlap and using this information to separate such particle aggregates.
Wherever intensity variation information alone is not conclusive enough to identify such
regions, we use geometric features of boundary curves as complementary information.
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2. Methods and analyses

The major steps involved in processing of an image are preprocessing, segmentation and
feature extraction. Though many image processing methodologies exist for each of these
stages, the selection of appropriate methods suitable for the particular genre of images is
very important for achieving best results. We next discuss some details of these steps
including preprocessing, capturing of intensity variations, binarizing, extraction of
geometric features of boundary curves and separation of the touching and overlapping
regions.

2.1 Preprocessing

Median filtering is done on the image with a kernel size of [3x3] to remove random noise.
This filter is an order statistic filter which replaces the value of a pixel by the median of the
pixel values in a small neighborhood (Gonzalez and Woods, 2002):

Seey) = median{g(u,v)} (M

where (u, v) € S(x,y) the neighborhood around (x,y). Fig. 1 shows the original image after
median filtering.

2.2 Segmentation

Once the image is denoised, identification of objects has to be done and this process is in
general known as segmentation. A large number of segmentation techniques are present in
the literature (Pal and Pal, 1993) but in the images of particulate systems, the objects
(particles) and background differ distinctly in terms of the brightness value. So we can
separate the objects from background by thresholding which is the process in which a
criterion based on pixel intensity value is used.

2.2.1 Thresholding

We here use Otsu’s method of global thresholding based on image histogram (Otsu, 1979).
In this method the pixels are divided into two classes such that the mean of each class is as
separated as possible and the variance within each class is as least as possible and class
boundary is the threshold value. The gray scale image (I;) and the binary image (I.,) can be
represented by the following equations

Ii={x|0<x <U}; L= {x[xe(0,1)} 2

where U is the upper limit of the intensity which has a value of 255 for a grayscale image.
The binarized image is shown in Fig. 2. It can be seen that most of the touching regions are
accounted for as belonging to the object regions (white) resulting in a single large particle in
the center of the image. Feature extraction based on such incompletely segmented image
will produce erroneous results. The traditional method of watershed segmentation (Russ,



2002) for touching/overlapping objects suffers from severe over segmentation when objects
are not of regular shapes. The following sections describe the proposed new algorithm.

Fig. 1. Denoised gray scale image. Fig. 2. Image after thresholding

2.2.2 Capturing the dip in intensity across touching and overlapping regions

The touching and overlapping regions have intensity variations characterized by local dips
in intensity values on account of the relatively less light being reflected from these regions
compared to other areas of the particulate objects. The graph on the right in Fig. 3 shows
variation of intensity along the horizontal line in the gray scale image in the same Fig. on
the left. The intensity dip at a touching region is marked with an oval.

Fig. 3. Intensity variation along a horizontal
line.

Fig. 4. Computed dip line.

The most obvious and common method to identify these regions is by calculating the
gradient (Canny, 1986). However, the intensity change at many of these dips is not very
rapid and would not have an appreciable value for the absolute gradient. Hence instead of
gradient calculation, we identify bottom points of above mentioned dips by scanning the
image pixels in various directions. Collection of such points forms what we call a ‘dip line’
which identifies a touching or overlapping region. We are not interested in gradual changes
in the background area and hence dip points contained only in the object area are retained.
The dip lines thus captured are shown in Fig. 4. Morphological dilation is done to bridge
small gaps due to random noise in an otherwise continuous line. Utilization of these dip
lines for separation of touching and overlapping particles is described in a later section.

2.2.3 Extracting geometric features of boundary curves

Another key feature of touching/overlapping regions is existence of sharp turns (concavity)
in the vicinity of intersection or tangency of the boundaries of two objects. Moreover, the
wedges formed on both sides of a touch/overlap is oriented in opposite direction. Several
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methods have been reported in literature (Shen et al., 2000; van den Berg et al., 2002) for
quantifying the magnitude and orientation of the ‘concavity’ or ‘wedgeness’ of boundary
curves and we are using the concept of center of gravity (COG) and local eccentricity here.
In this method, for a particular pixel on the boundary the coordinates of COG is calculated
by the following formulae:

1 & . 1 & 3
Xcog =ﬁ;xl ’ Ymg :F;yi ( )

where x; and y; are relative coordinates of the N neighboring points (also lying on the
boundary) with respect to the particular pixel i. Then the eccentricity is calculated as

&= [xz,+12, Q)

The orientation vector of COG relative to the pixel under consideration is represented by its
coordinates (Xcog, Yeog). The magnitude of eccentricity and orientation vector of the wedge
point are used (wherever necessary) in conjunction with dip lines to provide a robust
separation methodology for touching and overlapping objects as discussed in the next
section.

2.2.4 Separation of the touching and overlapping particles

To achieve separation of touching/overlapping particles, we further process the threshold
image with the additional information of dip lines. The image of dip lines in Fig. 4 is
subtracted from the binary image (Fig. 2) and the result is shown in Fig. 5. Separation has
been achieved at many touching regions. But we have black pixels on the object body as
well corresponding to dip lines entirely contained in the objects. To decide whether a dip
line represents a minimum at touching/overlap region, we propose the following logic:
wherever particles are touching or overlapping, the dip line starts from the boundary. The
reasoning behind this is that the intensity variation is more prominent where the boundaries
of particles cross. Based on this reasoning, we exclude all dip lines which are not extending
up to the boundary of the objects. The resulting picture is shown in Fig. 6. It can be seen
that apart from dip lines which completely separate touching/overlapping regions, we have
dip lines which start from boundary and running into the object body but failing to reach the
boundary curve on opposite side so that a complete separation is achieved. We refer to these
kinds of dip lines henceforth as ‘burrows’. Among these burrows we can identify different
kinds - some are of very short length, while others form a pair seemingly coming from a
continuous line broken by some noise, yet others run very deep into objects and almost
extend to boundaries on opposite sides but just stop short of piercing through. Ignoring the
burrows which are very short in length, we utilize the two latter categories of burrows in
conjunction with the geometric features obtained by methods explained in section 2.2.3. The
close tips of a pair of burrows are joined if the following two conditions of boundary curve
geometry are satisfied: i) the pixels on the boundary curve in the vicinity of the starting
point of the burrow (on the boundary) has a considerable value for the eccentricity and ii)



the orientation vectors at the start of each burrow in the pair have opposite orientation. The
result of such a joining is shown in Fig. 7 (marked by an oval). There is no second category
of unpaired burrows in this particular image. However, in such cases the distance between
the nearest point of high eccentricity on the boundary and the tip of the burrow is calculated
first. If this distance is small enough (less than a threshold) then the orientation checks are
done as before and the burrow tip is connected to the boundary point on opposite side
completing the separation.

Fig. 5. Binary image with Fig. 6. Image aftef dip line Fig. 7. After joining burrow
dip lines. processing. tips.

3. Results and Discussion

Once the touching and overlapping objects are separated, individual objects are labeled and
size feature is determined. The feature used to represent the size is the equivalent diameter
which is the diameter of the circle of equivalent area as the object. The comparison of PSD
of the objects in Fig. 1 before and after application of separation algorithm is given in Figs 8
and 9.
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Fig. 8. PSD of non-sep;;rated objects in Fig. 9. PSD after application of algorithm.
Fig. 1.

50 100 150 200 260 300 30 400 450 500 550 600
Equivalent Dia (pixsls)

The effect of touching/overlapping on the PSD is clearly evident in this comparison where
the PSD of the image with no separation is biased towards higher sizes as expected due to
the agglomeration of image object. Further our results are compared against traditional
watershed segmentation technique results (Figs 10-11). It can be seen that watershed
method suffers from over segmentation and hence a large number of small particles are
generated and evident in the PSD of Fig. 11. Our method shows superior and far less error
in separation compared to traditional watershed segmentation technique.
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Fig. 10. Result under watershed Fig. 11. PSD under watershed segmentation.
segmentation.

4. Conclusions and future work

A combined approach based on intensity variations and geometric features of boundary
curve is proposed to achieve separation of touching and overlapping objects in images of
particulate systems. Instead of normal approach of gradient calculation to identify
characteristic variations in intensity, trapping of local dips in intensity along regions of
touch/overlap was effectively employed. Wherever the information from intensity variation
was not complete, geometric features of boundary curve was used as complementary
information to complete the separation. Multi-resolution analyses are currently being
pursued to improve the effectiveness of capturing the intensity dips so that loss of intensity
variation information can be curtailed.
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