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One of the important issues still under investigations in order to increase the confidence 
in the results obtained in the PSA of technological systems is the physical modelling of 
the process. Integrated Dynamic Decision Analysis provides a full representation of the 
plant states, as well as all the possible occurrences patterns, expressed in a set of 
mutually self-excluding sequences. Availability of the full set of alternatives allows the 
complete spectrum of possible probability-consequence conditions to be used as a basis 
for decisions in risk reduction. Furthermore it is possible to interface with the logic-
probabilistic model a process simulator, in order to assess the status of each relevant 
process variable with reference to the failure sequence identified, allowing the mutual 
interactions of the hardware components and the physical evolution of the plant to be 
taken into account. This approach is here described through a simple case study taken 
from literature. 
 
1. Introduction  
In the present work, through the application to a simple exercise taken from literature, 
the capabilities of dealing with the risk assessment of dynamic system of IDDA 
(Integrated Dynamic Decision Analysis) methodology were investigated.  
IDDA is based on an enhanced form of dynamic event tree. Starting from a description, 
reflecting the level of knowledge that the analyst has about the system, IDDA is able to 
develop all the sequences of events compatible with the description received, from the 
point of view both of the logical construction, as of the probabilistic coherence. 
The system description has the form a binary chart, where the real logical and 
chronological sequence of the events is described; the direction of each branch is 
characterised by a probability of occurrence that can be modified by the boundary 
conditions, and in particular by the same development of the events themselves 
(probabilities conditioned by the events dynamic). 
As a matter of fact, in a dynamic cause-consequence logic, in addition to the direct 
logical interactions characterising it, each event can influence the subsequent events, 
depending on deterministic cause-consequence relations or stochastic dependences. 
At the end of the analysis, the full set of the possible alternatives in which the system 
could evolve is obtained. These alternatives represent a “partition” since they are 
mutually exclusive; they are all and the sole possible alternatives, this allowing the 
method to guarantee the completeness and the coherence of the analysis.  
The above logical-probabilistic model can be interfaced with a phenomenological model 
of the system, in order to obtain, for each alternative sequence: 



• Probability of occurrence; 
• Trend of the significant physical variable; 
• Consequences entity.  
The analysis of the alternatives in terms of logical congruence and correspondence with 
the knowledge of the plant is made easier by their representation as concatenations of 
events, placed along a well-defined time-trajectory. 
Once the model has been defined, all the information worked out by the software are 
made available to the analyst as results (Piccinini et al., 1996; Galvagni & Demichela, 
2003). 
 
2. The Case Study 
The case study is taken from Marseguerra & Zio (1996). In particular, the system object 
of the study (Fig. 1) is a tank containing a liquid. Its level is controlled discontinuously 
by three independent units, made of three level transmitters, all measuring the level in 
the main tank, each activating respectively two feed systems (U1 and U2) and one 
extraction system (U3). The liquid supply takes place through two pumps, fed by 
different tanks, with a flow rate able to maintain a constant level variation of 0,6 m/h 
each pump. The extraction system is made of a on-off valve with a flow rate able to 
bring to a level reduction of 0,6 m/h. At time t=0, the system is in its nominal 
configuration, with the units U1 and U3 operating and the U2 component in stand-by. In 
this case, the net flow rate is zero and the level is constant, until the first stochastic 
modification of the component status occurs. The system components can assume 4 
status, whose transitions follow to an exponential law: 

1. operating (on) 
2. stand-by (off) 
3. stuck on 
4. stuck off 

 

 
Figure 1. The tank object of the analysis. 
 
The mean time between failures is respectively: 

• U1: 219 h 
• U2: 175 h 
• U3: 320 h 



The probability over time of main tank overfilling or dry out has been assessed over a 
mission time of 1000 h, in different conditions as described below. 
3. Non Repairable Components 
The first stage of the analysis is the construction of the logical-probabilistic model of the 
system, using the IDDA syntax.  
Each line consists in a “question” that can have multiple possible answers, each one 
characterised by an expectation degree. Every question is a “level” in the IDDA syntax and a 
branch point in an event tree. Each branch is characterised by a probability of occurrence, its 
uncertainty degree and a series of addresses, that define the logical path depending on the 
answer to the analyst question. The alternatives are mutually exclusive. In the present case, 
the transition rates do not change if the component is operating and fails stuck-on, or if it is 
in stand-by and fails stuck-off, thus the process control system intervention, activating or de-
activating the components, as a matter of fact have not any influence on the occurrence 
probability of a failure. At this stage no probabilities were introduced in the model, but only 
conventional values “0.5”. This indicating that the real probabilities will be provided by an 
external file, that from failure rates and mission times calculates the probabilities for each 
branch. IDDA combines the answers to the analyst questions in all the possible ways, in 
order to obtain the “partition” made of all the possible alternative sequences of events, to 
which a probability of occurrence in associated. The sequences are of immediate reading and 
understanding. They show, step by step, the chosen paths, the associated probabilities and 
the modification on the logical status and on the probability of each event included in the 
sequence. The reading of the alternatives immediately reveals possible incongruence and 
omissions in the logical representation of the problem. In the present case, only a sequence 
can bring to the dry-out of the tank, as detailed in Table 1. The possible alternative 
sequences rise to 5 if the events bringing to overflow are considered: their single and 
cumulative probabilities are shown in Table 2. 
 
Table 1. Dry out constituent.  
    CONSTITUENT Number :      1 
 
     10  U1        Fails    9.8960E-01   
     15  U1        S. Off   4.9480E-01   
     20  U2        Fails    4.9317E-01   
     25  U2        S. Off   2.4658E-01   
     40  U3        Fails    2.3575E-01   
     45  U3        S. On    1.1788E-01   
     94  Exit      Dry out  1.1788E-01 
  
  CONSTITUENT PROBABILITY:  1.1788E-01 

 
Table 2. Overflow constituents 

 
COSTIT. N.     PROBABILITY  
       1        2.466E-01    
       2        1.179E-01    
       3        1.179E-01    
       4        2.477E-03    
       5        7.802E-04    
                --------- 
CUMULATE PROB.  4.856E-01 



Figure 2 shows the results of the input model processing. At each time the probabilities 
of the four incompatible operating modes (overflow, dry out, no flow and normal 
operations) add up to 1. 
 
The second case investigated through IDDA is the one in which the transition 
probability to the state 3 (stuck on) is increased of a factor 10 and the one to the state 4 
(stuck off) increased of a factor 100: the logical-probabilistic model will undergo 
substantial modifications  
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Figure 2. Non repairable components, transition rates invariable with the transition type. 
 
In fact, while in the previous case, the event probability was independent on the 
occurrence order of the components failures, in the following one, the event probability 
will be strongly dependent on it. As an example, let’s consider the first failure of the U1 
component (the whole input model will keep into account also the case of a first failure 
of the U2 or U3 component) in the “stuck on” failure mode.  
The subsequent level examines the presence of other failures: if no other failure is 
present, the model will directly send to a normal operating condition; otherwise it will 
be investigated what of the other components, U2 or U3, will fail first. 
Let’s consider a failure of U3 component: it could fail stuck on or stuck off. In the case 
of U3 stuck off, the consequence will be the overflow, independently from the 
behaviour of U2. With U3 stuck on, instead, the behaviour of U2 will be decisive: if U2 
is stuck on, the result will be an overflow, if stuck off, the result will be a normal 
operating condition. 
Similarly, let us consider the case of a failure of the U2 component after the U1 
component has failed. If U2 is stuck on, the event will result in an overflow, 
independently from the behaviour of U3; if U2 is stuck off, the whole system 
performance will depend on the U3 component behaviour: even with U3 stuck on, there 
will be normal operating conditions, instead U3 stuck off will bring to an overflow. The 
input model thus includes all the possible evolution path of the system failures. 
Furthermore, also the complexity of the factors to be included in the probability 
assessment will increase.  



The solution of the differential equation system: 
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Will bring to the following probabilities: 

• Absence of failures [ ]{ }Tp ⋅Σ−−= exp11  with ∑=λ1+λ2+λ3 sum of the 
transition rates of the single system components. 

 
• First failure of U1  

 
• Absence of U2 and U3 failures  
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Hereafter the result obtained are reported: 6 sequences has been identified for the dry 
out, with a cumulate probability of 8.05E-02; 18 sequences bring to the overflow, with a 
total cumulate probability of 3.546E-01. Figure 3 shows the results as a diagram.  
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Figure 3: Non repairable components, transition rates variable with the transition type. 
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In Figure 4 a comparison between the results of the cases previously discussed is 
reported, with reference to the main events dry-out (a) and overflow (b). Thick lines 
represent the case of constant transition rate, while thin ones the case of increased 
transition rate for stuck on and stuck off conditions. 
 

 
Figure 4. Comparison between the results of the cases discussed in the first sections. 

 

0,0E+00

5,0E-02

1,0E-01

1,5E-01

2,0E-01

2,5E-01

3,0E-01

3,5E-01

4,0E-01

0 100 200 300 400 500 600 700 800 900 1000

-   time   [h]    -

-  
 c

pd
f  

  -

 
Figure 5 Comparison between the case of the failure on demand of the PCS and the 
previous cases analysed 
 
Both the logical-probabilistic model and the calculation tool developed allow taking 
into consideration the possibility of a failure on demand of the process control system 
(PCS), with the hypothesis that this failure didn’t influence the probability of the 
subsequent failures. In this case the unavailability on demand of the control system has 
been taken equivalent to 0.1. 
In Figure 5 the results in the case of failure on demand (thick lines) are compared with 
the previously discussed cases of overflow (continuous lines) and dry out (dotted lines) 
for constant transition rates. Both the top events occurs in shorter times and with higher 
cumulative probabilities in the case of failure on demand of the PCS. 
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4. Effect of the Temperature on the Reliability of the System 
In the case a heat source, heating up the content of the main tank, is considered, the 
effect of the temperature on the reliability of the control units can be assessed, under the 
hypothesis of an adiabatic behaviour of the system and of an homogeneous distribution 
of the heat in the whole mass.  From a phenomenological point of view, the transient 
events bringing to a temperature increase in the system are those produced by U3 stuck 
off, both for a PCS call and for a failure. The difference within them is solely due to the 
quantity of liquid trapped in the tank, and thus to its thermal capacity. The introduction 
of the heating source doesn’t imply modification in the logical-probabilistic model.  In 
order to assess quantitatively the effect of the temperature on the reliability of the 
system the following mass and energy balances have been formulated with reference to 
the tank level. 
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with the initial equilibrium conditions: 70 =L  e 67.150 =ϑ . 
where: L is the tank level; Qi is the inlet flow rate and Qo the outflow; θ is the 
temperature of the liquid in the tank, w is the heating source power, with  

  m1
h

C
CA

Hw °⋅
=

⋅⋅
≡
ρ ,  

with the following geometric dimensions for the mail tank: A, tank surface, 180 m2; H, 
level heights: minimum 4 m, maximum 10 m, controlled between 6 and 8 meters; ρ, the 
density of the liquid and C, its heat capacity.  From the balance it is easy to deduce how 
the significant level transients, all initiated from an equilibrium situation, imply the 
related temperature transients, that can be computed once for all. The failure rate time 
development stiffly depends on the above temperature transients. Failure rates 
dependencies from the temperatures were defined through the correlation represented in 
Marseguerra & Zio, 1996. 
Since the temperature transient is set by an univocal function T=f(t), also the failure 
rates λ T( ) are univocally defined as λ f t( )[ ]. Ultimately, before the thermal transient 
are started, the failure rates are constant, after they change according to a given function 
of the time. From the system reliability point of view, at a first time  
p t( )= exp −λ ⋅ t( ), then p t( )= exp − λ t( )⋅ dt∫[ ]. 

In order to solve the transients’ problem, a code able to solve (finite difference solution) 
the differential equations for the temperature, according to the model described in 
Marseguerra & Zio (1996) was developed. 
In Figure 7 the results are shown, both in the case of PCS without unavailability 
problems (continuous lines), and in the case of PCS failure on demand (FOD) 
probability of 0.2 (dotted lines), for the main consequences in the system (overflow, 
thick lines and dry-out, thin lines). 
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Figure 7 Results in the case of temperature dependence of the transition rates.  
 
5. Conclusions 
In the present work a situation where the evolution of the physical variables can have an 
impact on the reliability and availability of a system was analysed. The tool used to 
perform the study was IDDA (Integrated Dynamic Decision Analysis), that was applied 
to a simple case taken from the literature. 
The methodology allows a logical-probabilistic model, similar to an event tree, but 
based on its own syntax, to be developed, together with a model able to associate to the 
events described in the first one the parameters characterising them. 
In the present case, the above parameters are the probabilities, computed as functions of 
the mission time of the system, using the traditional reliability and availability 
expressions for components and systems. Those expressions are systematically applied 
to each event sequence developed by the model processing, these last representing the 
constituents of a partition. As a matter of fact, the results obtained are realistic and 
complete, since they derive from the analytical computation of the system behaviour.  
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