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In order to strengthen the safety management of chemical enterprises, improve the quality of operators and 
management personnel, a dynamic linear modeling method combining data mining with BP neural network is 
proposed for coal gasification furnace. The coal gasification furnace can indirectly reflect the upstream 
temperature, the down temperature and the sum of up and down temperature of the gasification layer. On the 
one hand, the dynamic description of the system model is used to accurately reflect the magnitude and 
variation trend of the gasification layer temperature. On the other hand, the variables that can be controlled in 
the system is effectively utilized. The results show that the modeling method proposed in this paper has higher 
accuracy than other models, and it reduces the training time of neural network. At the same time, the variable 
of the modeling method is the variable that can be controlled by the gas making system, so the model can be 
used in practical application. Therefore, it is concluded that the research work in this paper is beneficial to the 
prediction and control of the coal gasification system, and establishes the prerequisite for the simulation 
optimization of the control system in the plant. 

1. Introduction  
At present, coal gasification mainly uses fixed bed intermittent gasification technology. However, it is urgent to 
solve the problems of energy saving, consumption reduction and output improvement in the fixed bed batch 
gasifier. (Janusz et al., 201). Therefore, the study of coal gasification system modeling has certain help to 
improve energy efficiency and optimize coal gasification system. In actual production, the data produced by 
gasification process are mostly time series data. Therefore, the modeling of time series can be applied to the 
chemical industry (Khareen et al., 2011).  
The data studied in this paper are derived from the gas making workshop of a chemical industry group. Most 
of the data of gas making process are collected through distributed control system (DCS) (Li et al., 2017). At 
present, the rule of workshop operation is to infer the temperature of gasification layer according to the change 
curve of data collected by DCS system. The corresponding adjustment measures are adopted to stabilize the 
furnace condition to achieve high production. The upstream temperature, the down temperature and the sum 
of up and down temperature are selected as reference parameters (Khareen et al., 2014). Therefore, it is a 
new breakthrough to realize the single furnace efficiency and energy saving by using a large amount of gas 
data to establish the mathematical model of the single furnace (Vazan et al., 2017). Combined with the coal 
gasification process, the BP neural network modeling method is applied in the coal gasification process 
(Charoula et al., 2017). The combination of practical application and the dynamic linear model of neural 
network are put forward. 
To strengthen the safety management of chemical enterprises and improve the quality of operators and 
management personnel, this paper proposed a dynamic linear modeling method combining data mining with 
BP neural network for coal gasification furnace. The coal gasification furnace can indirectly reflect the 
upstream temperature, the down temperature and the sum of up and down temperature of the gasification 
layer. On the one hand, the dynamic description of the system model is used to accurately reflect the 
magnitude and variation trend of the gasification layer temperature. On the other hand, the variables that can 
be controlled in the system is effectively utilized.  
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2. Linear modeling method combined with BP neural network 
BP neural network is a multilayer feedforward network that corrects weights according to the error back-
propagation algorithm (Raheela et al., 2017). This kind of network can be used to realize highly nonlinear 
mapping by combining simple nonlinear functions. At present, it is widely used in nonlinear system modelling. 
BP neural network is usually composed of input layer, hidden layer and output layer (Francesc et al., 2017). 
Each layer is connected with each other, and there is no feedback relationship between input and output.  

2.1 Multiple linear regression modeling method combined with neural network 

The dynamic characteristics between process index and output of complex industrial process are 
characterized by strong nonlinearity, strong combination and it is difficult to describe with accurate model. 
Moreover, the data in the process of gasification are time series (Jesús et al., 2017), and most of the variables 
are autocorrelated. Therefore, only relying on multiple linear regression model cannot describe the gasification 
process well.  

 

Figure 1: Multiple linear regression model combined with BP neural network flow chart 

The combination of multiple linear regression model and neural network can complement each other and 
improve the accuracy of the model (Wang et al., 2015). Because of the existence of multiple regression model, 
the dimensionality of neural network input data is reduced, and the training time of neural network is reduced 
to some extent. Similarly, the existence of the network makes up for the shortcoming that multiple linear 
regression cannot describe the nonlinearity of the system (Xu et al., 2015). Therefore, the multiple linear 
regression modeling method combined with neural network is designed. This method takes the difference 
between the output value of the linear regression model and the actual value of the dependent variable as the 
expected output of the neural network, and takes the variables other than the linear model as the sample set 
to train the optimization method.  
For BP neural network, When the power values vki, wjk and threshold bi, bj are given initial values, the 
corresponding output is obtained by a set of inputs. In general, the output Ok of the network does not match 
the actual data xk well, and the total error E between them is shown in formula (1).  
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The training of neural networks refers to the repeated correction of weights and thresholds. The basic idea is 
that the weight drops rapidly (Ren et al., 2014) along the negative gradient direction of the function, so as to 
find the optimal solution. The flow chart of the multiple linear regression model combined with BP neural 
network is shown in Figure 1. 

2.2 Dynamic linear modeling method combined with BP neural network 

In the practical application of industrial process, the modeling with controlled variables is beneficial to the 
optimization and control of industrial system (Yu and Xu, 2014). The basic idea of combining dynamic linear 
model of the neural network method is: According to the above correlation analysis, we can get the variables 
most closely related to the dependent variables, and then select controllable variables according to the 
specific industrial process (Su et al., 2013). Because the industrial data are mostly time series, the dynamic 
performance of the system should be considered, that is, the influence of the output value of the first few 
moments on the current time system. A new dynamic linear model is constructed using the above variables, 
as shown in formula (2).  
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The difference between the linear model and the real data is used as the expected output of the BP network, 
and the variables other than the linear model are used as inputs to the BP network. The BP network is trained 
according to the desired output (Ryan and Paul, 2014). This method has the advantages of BP neural network 
that can predict the characteristics of unknown samples, and it is applied to the practical industry. This method 
not only reduces the dimension of BP training samples, but also improves the approximation speed of BP 
neural network and the accuracy of the model (Jacob et al., 2017). The structure of the dynamic linear model 
combined with the neural network is shown in Figure 2.  

 

Figure 2: Dynamic linear model combined with BP neural network 

3. Application of linear modeling method combined with neural network in coal gasification 
system 
The data processed in this paper are derived from a coal gasification system in a chemical plant. The partial 
continuous intervals data of the furnace from May 12, 2016 to May 23 are used for simulation, and the data 
interval is 6 minutes (Yuan and Eric, 2017). The experimental data are processed by the data compensation 
algorithm based on hierarchical clustering. Firstly, the historical data of missing data are clustered and 
analyzed to find out the nearest group of data which is the closest to the missing data, and then the 
compensation is made according to the interpolation estimation (Wang et al., 2017). 
Taking the descending temperature x1, west ash temperature x2, furnace speed x3, top blowing number x4, 
jacket temperature x5 and the furnace steam flow x6 as linear model variable, according to the linear modeling 
algorithm combined with BP neural network, the ascending temperature is modeled. The input layer contains 
11 nodes, and the number of nodes in the middle-hidden layer is [4,4,4] with 3 layers. The number of nodes in 
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the output layer is 1, which represents the ascending temperature. (Xie, 2017). After constructing the network, 
the network is trained by MATLAB7.1 experimental platform. The parameters of the experiment are as follows: 
the training step is 50000, the target precision is 0.001, and the learning rate is set to 0.15. The simulation 
results are shown in Figure 3 and Figure 4.  

 

Figure 3: Simulation Results of Multivariate Linear Regression Model with Uplink Temperature Combined with 
BP Neural Network 

 

Figure 4: Dynamic Linear Model Simulation Results of Uplink Temperature Based on Similarity Analysis 
Based on BP Neural Network 

The mean square error of the model is 139.2734 by using the multiple linear regression graph combined with 
the neural network. The design of the neural network is unchanged. The mean square error of the model 
obtained by the dynamic linear method based on similarity analysis is 22.7316.  
Because the variables of industrial system are not all controllable, the application oriented dynamic linear 
model combined with BP neural network is adopted. The setting of neural network is unchanged. The furnace 
speed x1 and furnace steam flow x2 are taken as the independent variable of linear model (Ma et al., 2017). 
The simulation results are shown in Figure 5, and the mean square error is 22.0318.  
The simulation results show that the dynamic linear model combined with BP neural network proposed in this 
paper has good effect. Compared with the use of neural network alone, it has the advantages of high model 
accuracy, accurate trend prediction and short training time. Compared with the multiple linear regression 
model combined with BP neural network and the dynamic neural network model combined with neural network 
based on similarity analysis, it is closer to the actual industrial production, and is a kind of model for practical 
application.  
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Figure 5: The simulation results obtained by using the dynamic linear modeling method of BP neural network 
with uplink temperature 

4. Conclusion 
A modeling method based on BP neural network and multiple linear regression is designed, and the operation 
steps of the algorithm are introduced. At the same time, in order to apply the system model to the actual 
industrial production and consider the dynamic performance of the system, a dynamic linear model combined 
with BP neural network is proposed, while the idea and calculation steps of the algorithm are introduced in 
detail. In addition, based on the historical data of a chemical plant, the ascending temperature of coal 
gasification system is modeled. The results show that the dynamic linear model combined with BP neural 
network is close to the actual value, and the model accuracy is high. The experimental results verify the 
superiority of the proposed algorithm. It is concluded that the research work in this paper is beneficial to the 
prediction and control of the coal gasification system, and establishes the prerequisite for the simulation 
optimization of the control system in the plant. 
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