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In the past decades, people are trying to search the way to analyze the infrared spectra. Along with the 
computerization of the commercialized infrared spectroscopy, there are many computer-assisted identification 
methods of infrared spectroscopy. For decades, people have been exploring the empirical analysis of infrared 
spectroscopy. These methods can be divided into three categories: expert system; spectrum retrieval system 
and pattern recognition method. The most commonly used pattern identification methods are artificial neural 
network and partial least squares. The literature shows that the prediction accuracy of the structural fragments 
is not very high, and the neural network is still unstable, easy to fall into the local optimal and slow 
convergence and other issues. In this paper, the support vector machine is used to analyze the sub-structure 
of infrared spectroscopy. The vector machine is a good machine learning algorithm for small sample system. 
For most of the substructures, the predictive ability of support vector machines is better. The support vector 
machine also has the advantages of stability and fast training speed. It is a good tool for assistant analysis of 
infrared spectrum. 

1. Introduction 
Infrared test technology is gradually built and developed in 1800 by the physicist W. Herschel after found the 
infrared radiation (Zhang, et al., 2016). In the early 1950s, the infrared spectrometer came out, and the 
infrared spectroscopy was widely developed, which opened a new stage in the identification of organic 
structure. A wealth of infrared spectral data was accumulated till the late 1950s. The infrared spectroscopy 
has been the most important method to identify the organic compounds till the mid-70s (Mecozzi & Sturchio, 
2017). In recent decades, the advent of Fourier transform infrared spectroscopy and the emergence of some 
new technologies (such as emission spectra, photoacoustic spectroscopy, color-red combination, etc.) have 
made the infrared spectrum more widely used. The infrared spectrum has a wide adaptability to the samples, 
regardless of solid, liquid or gaseous samples. In addition, infrared spectroscopy has the characteristics of fast, 
high sensitivity and less sample amount. Therefore, it has become the most commonly used and 
indispensable tool for modern structural chemistry and analytical chemistry (Allen, et al., 2016). 
The wave length of infrared light covers 0.76µm~1000 µm, and the corresponding wave number is in the 
range of 13330~10 cm-1. Usually, the infrared region is divided into near infrared region (13330~4000 cm-1), 
middle infrared region (4000~650 cm-1) and far infrared region (650~10cm-1). Because the vibration 
frequency of most of the organic compounds is in the mid infrared region. The study on the mid infrared 
spectra is the most. The data collection, collation and induction of the absorption peak area has become quite 
perfect. 
The application of infrared spectroscopy in chemistry is various. It can be used not only for basic research 
structure, such as determining the molecular space structure, and calculating chemical bond force constants, 
bond lengths and angles. It is also widely used in the qualitative and quantitative analysis of compounds and 
chemical reaction mechanism research. The widest use of infrared spectroscopy is the structural identification 
of unknown compounds. 
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The infrared spectrum is very complex. The different atomic mass of compounds, different chemical bond 
properties, and different order and spatial location of the atoms will cause the difference of infrared spectrum. 
In recent years, people have been looking for a better pattern identification method to analyze the structure of 
infrared spectrum. Vapnik et al proposed support vector machine (SVM) based on the Statistical Learning 
Theory (SLT) in 1995. According to the limited sample information, it found the best compromise between 
model complexity and learning ability in order to obtain the best generalization ability. In this paper, support 
vector machine (SVM) is used to analyze the sub-structure of infrared spectrum, and compared with back 
propagation artificial neural network. Support vector machine (SVM) is similar to multilayer feedforward 
network in form, and can also be used for pattern recognition and nonlinear regression (Nguyen, et al., 2016). 

2. Application of support vector regression for carbon black process modeling  
2.1 Carbon black 

Carbon black is produced by the incomplete combustion or pyrolysis of hydrocarbons (solid, liquid or gaseous. 
Carbon black is an important reinforcing agent and filler for rubber products (mainly tires). It not only can 
improve the strength of the rubber products, but also can improve the technical performance of the rubber 
material, and can endow the products with the advantages of wear resistance, tear resistance, heat 
resistance, cold resistance, oil resistance, etc., and can prolong the service life of the product. About 75% of 
the carbon black is used to make all kinds of tires. Therefore, the production of carbon black is closely related 
to the development of the automobile industry. In addition, carbon black can also be used for ink, plastic and 
batteries and so on (Moriya, et al., 2016; Torrado et al., 2016; Torrado et al., 2016). 
At present, the carbon black which the annual production capacity is 10000 tons mostly realized automatic 
control, such as DSC (Dynamic Stability Control) control system, being able to adjust the technological 
parameters on the computer. But how to adjust the technical process according to the carbon black products 
information is not clear, even some factories still mainly depends on the experience. This is not beneficial to 
improve the quality of the carbon black to better meet the development of rubber industry and other related 
industries. Especially after China joined WTO, foreign carbon black entered the Chinese market, such as the 
United States, Japan, Western Europe, they have established carbon black production base in China, which 
occupied the market share, and China's carbon black industry is facing strong competition and challenge. 
Therefore, it is necessary to introduce advanced science and technology to optimize the technological 
parameter which plays a decisive role in the production of carbon black, and establish a reliable prediction 
model between the carbon black product index and process parameters, improve the carbon black production 
technology, and improve the ability of producing high quality carbon black. Therefore, the significance and 
necessity of carbon black process modeling are summarized into three points:  
(1) To change the current status that carbon black production mainly depends on the long-term accumulated 
experience.  
(2) To meet the requirements of high quality carbon black for the development of rubber industry. 
(3) To enhance the competitive ability of carbon black at home and abroad after China's accession to the 
WTO. 

2.2 Data processing and hardware and software equipment 

2.2.1 Data sources and pretreatment 

Data is from the original records of carbon black production experiment workshop of carbon black industry 
research and design institute of China Rubber Group, a total of 112 samples. According to the experience that 
the operating variable participated in optimal control totally have 7 (Ullah, et al., 2016), which are natural gas 
flow, raw oil flow, the first chilled water flow, the second emergency water flow rate and dosage of carbon 
black, the dryer outlet temperature and granulating machine power. Learned from the production experience, 
the iodine absorption value and the DBP oil absorption value are mainly detected in the carbon black 
production workshop. The data was processed with standardization, and the treated variables were the same 
as the weight, and the mean value was 0, the variance was 1. The Cluster analysis method (CA) (Li and Liu, 
et al., 2016; Li and Hou et al., 2016), and Multi-discrimination vector (MDV) were used and combined with the 
actual production situation. 3 outliers were removed, remaining 109 samples. 

2.3 Hardware and software equipment 

The hardware and software environment of the experimental data processing: 
Hardware: 60G disk, 1.0G Celeron CPU, 256M memory. 
Software: Windows XP, Office XP, MATLAB 6.5. 
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2.4 Application of support vector machine (SVM) in carbon black process modeling 

2.4.1 Application of support vector machine for carbon black process modeling   

After 3 outliers are removed from 112 original samples, according to 10～20% of the number of prediction set 
samples to the number of calibration set samples, the original samples are divided into two groups: one group 
is the calibration set (training set), a total of 89 samples, which is used in the construction of carbon black 
production model; another is the prediction set, a total of 20 samples which is used for detecting model. The 
20 prediction samples are randomly generated in 109 samples by using the rands function in MATLAB. The 
carbon black production process obtained from the previous work in our laboratory has a very strong nonlinear 
(Zampieri, et al., 2016). In this paper, support vector machine (SVM) is used to establish the model of carbon 
black process, and compared with the back propagation artificial neural network and radial basis function 
neural network modeling method. 
When using support vector machine regression, the parameter group which has a great influence on the 
training result is (σ, C), the error will be increased if it is too large or too small. ε is not sensitive to the loss 
function. If ε is too small, it is easy to produce the phenomenon of over fitting, and if too large, it is easy to 
produce less fitting. C is a penalty factor, which controls the degree of penalty for misclassification samples. 
The greater the C, the greater the penalty for the error. σ is the width of the kernel function. According to the 
experience, σ and C are adjusted respectively in 0.1-512, and the optimal parameter set (σ, C) is found, which 
make the regression have the best prediction ability. After debugging, the prediction effect of the iodine 
absorption is the best when ε is 0.01, C is 274 and ε is 3. When ε is 0.01, C is 3, σ is 1.1, the prediction effect 
of the oil absorption is the best when ε is 0.01, C is 3 and σ is 1.1. The fitting of the network output and actual 
production value of the carbon black iodine absorption and oil absorption value in the training set is shown in 
Figure 1. 

 

Figure 1: Fitting of the SVR prediction and actual production values in the training set 

It can be seen from Figure 1 that the fitting of the predicted value and the actual production value is very good. 
The model is used to predict the prediction set, and the fitting of the predicted value and the actual production 
value is shown in Figure 2. 
 

 

Figure 2: Fitting of SVR model prediction value and actual production value 
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It can be seen from Figure 2, the prediction of SVR on the carbon black iodine absorption and oil absorption 
value is better, and for the oil absorption value, the prediction error on the 5,11, 19 point is larger. 

2.4.2 Application of neural network on carbon black process modeling 

The training method of back propagation artificial neural network and radial basis function neural network is 
the same as the literature. The fitting of the network output and actual production value of the carbon black 
iodine absorption and oil absorption value in the two training sets is shown in Figure 3. 
 

 

 

Figure 3: Fitting of forecast and actual production value of BPx and RBFN model of prediction set 

As can be seen from Figure 3, the fitting of the two neural networks to the carbon black training set is also 
very good. Figure 4 is the the prediction value and the actual production value fitting of the prediction set of 
BPx and RBF to the two models. 
From Figure 2 and Figure 4 it can be seen that the prediction ability of three models of carbon black oil 
absorption value is higher than the corresponding prediction ability of iodine absorption on carbon black. For 
the iodine absorption, the difference between the predictive value and the actual production value of BPx is 
the largest, and only a few points’ prediction effect is good. The prediction of RBFN is better than BPx, but not 
as good as SVR. For the oil absorption value, the overall prediction effect of SVR and RBFN is better than 
BPx. The difference between SVR and RBFN two prediction model is not very large. 
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Figure 4: Fitting of prediction value and actual production value of BPx and RBFN model of prediction set 

2.5 Comparison of prediction results support vector machine and neural network 

In order to compare the modeling results of ANN-BPx, RBFN and SVR more intuitively, we use the average 
prediction error, the average relative error and the square error of the prediction set as the evaluation criteria 
of three indicators. The comparison results of the three models are shown in table 1 and table 2. 

Table 1: Prediction results of iodine absorption value 

Models  Average prediction error  Average relative error Error sum of squares 
BPx 3.05 2.54 292.99 
RBFN 2.19 1.85 146.47 
SVR 1.93 1.62 109.40 

Table 2: Prediction results of oil absorption value 

Models  Average prediction error  Average relative error Error sum of squares 
BPx 2.00 1.64 136.07 
RBFN 1.68 1.38 105.30 
SVR 1.60 1.31 97.79 

 
From table 1 and table 2, relative prediction errors of iodine absorption value and oil absorption value of SVR 
on carbon black are 1.62% and 1.31%, the model prediction accuracy is significantly higher than that of ANN-
BPx (2.54%, 1.64%), and is slightly better than that of RBFN (1.85%, 1.38%). The prediction ability of three 
models on the oil absorption value of carbon black are higher than the corresponding prediction ability of 
iodine absorption of carbon black, which is the same as the conclusion obtained in Figure 2 and Figure 3.  
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3. Conclusion 
Support vector machine is a machine learning method of small sample theory. It can use the limited data to 
get the optimal solution. In this paper, it was applied to carbon black process modeling. Compared with RBFN 
and BPx-ANN method, the results show that the prediction accuracy of SVR models is better than that of 
ANN-BPx, and slightly better than the RBFN, solving the model building problems in the process of carbon 
black production, which has great significance for optimizing the operating conditions of carbon black 
production. 
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