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An improved algorithm for agriculture web search engine based on Shark-Search is proposed. Aiming at deficiency of the traditional algorithm including the context of the anchor text and the trapping in local optimum, the new algorithm clusters the links between the different block of the web pages by the k-average algorithm. It randomly selects k texts as the mass of the original class. According to the average value of the text in the class, each text is assigned to the nearest class. By using the tunnel technique, the crawler can complete the search process. The range of the optimality has been expanding. It can get a globally optimal solution from locally optimal solutions. This algorithm is easy to implement and the computing speed can meet the business needs. The experiment indicates that the new algorithm can improved the performance in fetching the pages evidently.

1. Introduction

The research of agriculture search engine is very essential when more and more agricultural information is required by farm workers and the self-employed. As a special crawler category, focused crawler is developed to retrieve as many documents related to a topic of interest as possible while reducing computational resources and the network which was confirmed (Guo et al., 2005; SL et al., 2010; Ginsberg et al., 2008; Gao et al., 2010; Apte et al., 1994). Traditional focused crawler targets pages that are related to some specific topics. The goal of focused web crawler is getting more pages that are correlative with a certain topic to prepare information for querying which was confirmed Brin et al., 1998; Kleinberg et al., 1999; Chakrabarti et al., 1999). Having been developed for several years, there are many algorithms at present for the focused crawler. The typical examples are Fish-Search algorithm and Shark-Search algorithm which was confirmed (Debra et al., 1994; Herseovici et al., 1998). The advantages of them are the better theoretical foundation and the simple calculation. However, they ignore the relevant information about the linking structure, so there are inadequacies in predicting the value of links. The Shark-Search algorithm has improved a great deal based on the Fish-Search algorithm. But the insufficient of the context of the anchor text and the trapping in local optimum is its obvious defect. For the lack of proposed Shark-Search algorithm, this paper means to ameliorate and demonstrate it with the clustering of link and the tunnelling technique. The comparisons data of the two algorithms show that the improved method can improve the performance in fetching the pages related to the topic evidently.

2. the improved algorithm

The Shark-Search algorithm gains a significant improvement for the Fish-Search method which was confirmed (Menczer et al., 2004). It introduces the vector space model to improve the determination of the correlation. And it makes the most of the correlation of the parent nodes and the anchor text along with the context. However, there are two drawbacks in current Shark-Search algorithm. One is the insufficient of the context of the anchor text; the other is trapping in local optimum. This paper improves the algorithm; the method is elaborated as follows.

2.1 the clustering of link

Suppose that a pattern set is expressed as:

\[ U = \{ p_1, p_2, \ldots, p_n \} \]

(1)

The ith pattern is expressed as \( p_i \), and \( i = (1, 2, \ldots, n) \). Meanwhile, Suppose that:

\[ C_t \subseteq U, t = \{1, 2, \ldots, k\} \]

(2)

\[ C_t = \{ p_{i1}, p_{i2}, \ldots, p_{in} \} \]

(3)

\[ \text{proximity}(p_{m}, p_{n}) \]  

(4)

The result of clustering is expressed as \( C_t \), and some conditions need to be satisfied: The similarity distance of the pattern is described by the function \( \text{proximity} \). Among the formulas, the first subscript of \( p \) expresses the class, to which the mode belongs; the second subscript expresses the pattern of the class.

\[ (1) U_{t=1}^{k} C_t = U . \]

(5)

\[ (2) \text{For } \forall C_m, \]

\[ C_t \subseteq U, C_m \neq C_r, C_m \cap C_r \neq \Phi . \]

(6)

\[ \text{MIN}_{p_{mu}, p_{rv}} ( \text{proximity}(p_{mu}, p_{rv}) > \text{MAX}_{p_{mv}, p_{nv}} ( \text{proximity}(p_{mv}, p_{nv}) )) \]

(7)

There are many kinds of clustering algorithms. The K-means clustering methods are described below.

Step1: randomly select k texts as the mass of the original class.

Step2: repeat the steps below until there are not any more changes.

1) Each text is assigned to the nearest class according to the average value of the text in the class.

2) Update the average value.

The pseudo-code of K-means clustering algorithm is which was confirmed (Gianluigi, et. al, 2002):

\[
\text{KMean}(X_1, X_2, \ldots, X_N, K) \\
\text{Initialize the allocation schemes of clustering, the imputation vector are: } A[1], A[2], \ldots, A[N]; \\
\text{do} \\
\{ \text{change} = \text{false}; \\
\text{For } (i=1; i<=N; i++) \\
\{ \\
K = \text{argminkdist}(X_i, C_k); \\
\text{if}(A[i]!=K) \\
\{ \\
A[i]= K; \\
\text{change}=\text{true}; \\
\} \\
\} \\
\} \\
\text{while}(\text{change}==\text{false}) \\
\text{returnA[1],A[2],\ldots,A[N]; } \]

This algorithm is easy to implement and the computing speed can meet the business needs.

2.2 The tunnel technique

The figure1 can describe a case of crossing the irrelevant web page to locate the pages which are really needed.

The Web Community exists in the network, so some nodes have the characteristics of aggregation. And they can form an obviously pages set which was confirmed (Gibson et al., 1998).
The Web Community A and Web Community B are two pages set related to the topic. The web pages corresponding to the seeds set are also related to the topic. The page one that links with the seeds set has the link to the page in pages set A, so the pages related to the topic can be easily get from page one. For the pages set B, the web pages that links with the seeds set has not the link to the page in pages set B, and there is not any page in pages set A directly related to the pages set B. By adopting conventional web crawler method, all the related pages cannot be crawled. By the tunnel technique, the page two can get through the irrelevant pages and reach the pages set B. The page in pages set A can also get through the irrelevant pages and reach the pages set B.

![Figure 1: The tunnel technique](image1)

By using the tunnel technique, the crawler can complete the Process shown in figure2.

![Figure 2: The crawling Process](image2)

Traditional focused crawler is targeting web pages that are relevant to some specific topics. But it has many local optimizations. In the figure, the related pages are A0,B0,A3,B3,B4,B5. The irrelevant pages are A1,A2,B1,B2. The search path is P0,P1,P2,P3,P4,P5,P6,P7,P8. Suppose that the focused crawler starts from A0. The B0 page is related to the topic and the A1 page is non-relevant, so the traditional crawler ends its searching when reaches B0 along P0. When using the tunnel technique, the P1 path can also be used for searching. So the path newly adds P1→P2→P4. And the A3 page is related to the topic, it can be added to the queue. Thus, by the tunnel technique, the range of the optimality has been expanded. It can get a globally optimal solution from locally optimal solutions.

2.3 The improved Shark-Search algorithm

Aiming the deficiencies of the Shark-Search algorithm including the insufficient of the context of the anchor text and the trapping in local optimum, the improved algorithm clusters the links between the different block of the web pages by the k-average algorithm. The similarity between the corresponding categories and the topic is figured out. Then the nodes of the tree are numbered by the hierarchy traversal. The numbering of paths corresponding to the link is extracted. The operation is shown in Figure3.
Figure 3: The operation of improved algorithm

In the figure 3, the link 17, link 18, and link 19 have the same path 1 → 3 → 5 → 8, and the link 20, link 21, and link 22 have the same path 1 → 3 → 6 → 10. According to the clustering algorithm, the link 17, link 18, and link 19 belong to the same class and also the link 20, link 21, and link 22 belong to the same class.

Step 1: The web page information is translated into a document object model tree. The context of the anchor text in Shark-Search algorithm is replaced by the similarity to influence the potential score, as shown in the following steps.

Step 2: Put the links in web page 2 to the queue by the retrieving sequence. Find the matching string that satisfies that the path between any two nodes is greater than or equals to 2. Take all the elements in the string out of the queue and put it into the corresponding class. Repeat the process until all the satisfied links are put into the class.

Step 3: All the links for categorizing are expressed as L, the links that belong to category I are expressed as G_i, the number of current category is expressed as class_num. Define a mark expressed as flag.

1) Initialization. Some settings are listed below.

\[
L = \{u_1, u_2, ..., u_n\} \quad (8)
\]

\[
G_1, G_2, ..., G_n = \emptyset \quad (9)
\]

\[
\text{class_num} = 1 \quad (10)
\]

\[
\text{flag} = 1 \quad (11)
\]

2) When the set L is nonempty and flag = 1, let flag = 0.

3) Goes through each link u_i in L, if there is the same route as u_i and the value is greater than 1, put u_i in the corresponding G_class_num and class_num is plused one. Set flag = 0.

4) Repeat 2) until flag = 0 or L is empty.

Step 4: According to the previous step, the number of the links that is contained in each class can be figure out as |G_i|, the total of the classes is expressed as cluster_url_num, so:

\[
\text{cluster_url_num} = \max(\text{class_num}) \quad (12)
\]

The score of class is expressed as class_score, so:

\[
\text{class_score} = \frac{\sum \text{anchor_score(url)}}{\text{cluster_url_num}} \quad (13)
\]
Step4: replace the anchor_context_score with class_score, the new neighborhood_score is:

\[
\text{neighborhood\_score}(url) = \beta \ast \text{anchor\_score}(url) + (1 - \beta) \ast \text{class\_score}(url)
\]  

(14)

Via the above steps, the potential\_score(url) of the improved algorithm can be obtained.

Then, the creeper goes through the tunnel by the tunnel technique. The restriction of depth and the number of nodes is lifted. The search time is effectively unconstrained.

The flow of the improved algorithm is as shown in figure 4.

Figure 4: The flow of the improved algorithm

The new algorithm can be summarized as:

(1) The score of class is found out as class_score, and anchor_context_score of the previous algorithm is replaced with it. Then the value of potential_score is figure out.

(2) The URL queue is divided into the related queue and the irrelevant queue. Define \( \delta \) for the threshold of topical relevance. If the correlation is greater than \( \delta \), the URL is put in relevant_Queue, or it is put in irrelevant_Queue.

(3) With the tunnel technique, the nodes in irrelevant_Queue are processed. Set a threshold \( \mu \) to determine whether to continue the crawling.

(4) When the relevant_Queue and irrelevant_Queue are both empty and the crawled pages can meet the demands of users, the process is terminated.

3. Experiment results and analyses

The experiment is on a theme of potatoes information searching. The webs for crawling include six agricultural sites, including www.b2cf.cn, www.nong888.cn, www.moa.gov.cn, www.sdny.gov.cn, www.gxny.gov.cn and www.b2cf.cn. The correspondence between URL seeds and the topics is listed in the table. Set the URL seeds in table 2 as the initial URL to grab the information of potatoes. The following table shows the results of the Shark-Search and the improved algorithm, respectively. The related pages and the total pages are counted whenever achieves 600 crawled pages. Set the parameter values as \( \alpha=0.6, \beta=0.8, \gamma=0, \delta=0.5, \mu=3 \). Under the certain number of crawled pages, the more the number of the relevant pages, the higher the validity.

<table>
<thead>
<tr>
<th>Table 1: Comparison of two algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>the total of the pages</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>800</td>
</tr>
<tr>
<td>1000</td>
</tr>
<tr>
<td>1600</td>
</tr>
<tr>
<td>2500</td>
</tr>
<tr>
<td>3200</td>
</tr>
<tr>
<td>4000</td>
</tr>
</tbody>
</table>
Analysis data of comparison of two algorithms show that the improved algorithm has better performance in fetching the pages related to the topic. When the total of the pages is 800, the increase rate can reach 87.35%. However, with an increasing number of the total of the pages, the increase rate falls a bit. But in general, the examples can prove the efficiency and accuracy of the new algorithm.

4. Conclusions

The two best classical algorithms: Fish-Search and Shark-Search are combined and compared. The Shark-Search algorithm is improved in the disadvantage with the clustering of link and the tunneling technique. The experiment indicates that the new algorithm can improve the performance in fetching the pages related to the topic greatly. As a represent of agriculture web search engine, the various techniques have been used widely and been rewarded. The algorithm proposed in this paper can grab more useful information.
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