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Satellite-based Internet architecture has become the latest trend of development of broadband satellite 
communication. We construct different TCP modules and obtain the performance of TCP by OPNET simulator 
under different propagation delay. Simulation results show that TCP NewReno does not apply to the satellite 
network. However, after modification of the error control mechanism, TCP Reno exhibits better performance 
and applicability to long-delay satellite network.  

1. Introduction 

Satellite-based Internet achieves an integration of digital audio & video, satellite broadcast and the Internet. It 
provides an open and broadband network platform capable of broadcasting. TCP/IP architecture has four 
layers and is the most extensively used transmission layer protocol on the Internet. Allowing for end-to-end 
non-real-time data transmission, TCP/IP architecture supports basically all Internet applications (Misra et al., 
2000; Mathis et al., 2001; Henderson et al., 2012). TCP has no requirements on lower layers, assuming that 
the lower layers only provide unreliable datagram services. The upper layers are applications and the lower 
layers are IP protocol. For the applications, TCP protocol can realize asynchronous data transmission (Hollot et 
al., 2010). To achieve connection-oriented, reliable data transmission in a not so reliable network, the priority is 
the control of feasibility and traffic so that multiple interfaces are provided for the applications and the data are 
provided for multiple applications. At the receiving end, TCP must have received buffers that preserve the 
received data not yet read. Moreover, TCP must solve the connection problem to be connection-oriented. 
Communication safety is also a concern for TCP (Jain and Dovrolis, 2003).  
TCP has evolved through 3 stages, namely, original TCP protocol, TCP Tahoe and TCP Reno. TCP Tahoe 
uses three basic congestion control algorithms: slow start, congestion control and fast retransmission. TCP 
Reno is currently the most extensively used version and has a new mechanism developed on the basis of TCP 
Tahoe, which is fast recovery (Partridge and Shepard, 1997; Ratnam and Matta, 1998). TCP Reno uses cwnd 
adjustment for the control of the number of data packets to be transmitted within a RTT and the largest window 
to limit the maximum of cwnd. Here TCP module is constructed and its performance is simulated under 
different delay using OPNET. Based on the simulation, the TCP most adapted to satellite network can be 
invented.  

2. TCP module in OPNET  

OPNET simulator is used for performance analysis of TCP. A most advanced simulation tool, OPNET provides 
users with a series of simulation models for performance simulation of the networks.  
TCP module in OPNET has the following features: (1) Connection establishment by three-way handshake; (2) 
Dynamic adjustment of the size of send window using the buffer resources at the receiving end, so as to 
achieve traffic control; (3) Rearrangement of the disordered data packets; (4) Some protocol algorithms 
available for choice (Ozkan et al., 2010; Jiang and Dovrolis, 2010).  
OPNET’s model library also provides a standard TCP module that calls two programs.  
The first is TCP manager (Fig. 1), which supports continuous working of TCP. It receives all instructions from 
the lower layers and the applications.  
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Figure 1: Working mechanism of TCP manager    Figure 2: Working mechanism of TCP connection 

The second is TCP connection, whose working principle is shown in Fig. 2. TCP connection is realized based 
on RFC793 and RFC1122, and it is the subprogram of TCP manager. To establish a new connection, TCP 
connection is called (Ludwig and Katz, 2000). The number of programs is equal to the number of connections 
in TCP connection. Hence every TCP module is capable of controlling multiple connections in a dynamic 
manner.  

3. Construction of simulation platform  

TCP modules are constructed using modularization design. Every TCP module consists of three functional 
blocks: data treatment block, congestion control block and error control block. The performance of TCP Tahoe, 
TCP New Reno and TCP Reno applied to the satellite network is simulated. The layered modularization design 
is more favorable for the extension of the system. The new TCP module implements the error control strategy 
and congestion control strategy under the three TCP protocols. The nodes in the wireless mesh network make 
a request of an FTP application to the wireless server node_0, and a file of 1K is sent to each node. The traffic 
sent by the wireless server node_0 and Wireless Lan throughput are estimated along with the WLAN 
throughput at the nodes in wireless mesh network. The simulation results are compared between the three 
versions of TCP (Ha et al., 2005).  

3.1 Congestion control module  
When the loss of data packets is confirmed, congestion control module will implement different congestion 
control strategies under different TCP versions.  
 

 

Figure 3: Working mechanism of congestion control module 
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3.2 Error control module  
Upon receiving this information, the OPENT state in the error control module will instruct other states to start 
preparations. When the data treatment module sends data packets, the information packet containing the serial 
number of the sent data packet will be transmitted to the error control module. Upon receiving this information 
packet, the PACKET state will acquire the serial number of the sent data packet and write it into the variable pk 
_ seq _ recorded that records the serial number of the sent data packet (Almirall et al., 2004; Elina et al, 2008). 
The working mechanism of the error control module is shown in Fig. 4.  
 

 

Figure 4: Working mechanism of error control module  

3.3 Description of data treatment module  
The working mechanism of the data treatment module is shown in Fig. 5. First some programs and variables 
are initialized and the connections are established by three-way handshake. After that, the error control module 
and congestion control module send the information that the connection is established to the data treatment 
module. The DATA_RCVD state in the data transmission module will receive the application data flow 
information from the upper protocol layer. The application data flow information is divided into data packets with 
fixed length by the maximum segment length. The data packets received by the data treatment module but not 
yet confirmed will be first stored in a queue. Only after the received data packets are confirmed by the data 
treatment module will the confirmed data packets be removed from the queue.  

 

 

Figure 5: Working mechanism of data treatment module 
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4. Simulation result  

OPNET simulator (version 14.5) is used for the simulation. The architecture of simulation is shown in Fig. 4-1, 
where node_0 is a wireless server that provides various application services, including file transmission 
protocol (FTP), hypertext transfer protocol (HTTP), Voice over Internet Protocol (VoIP) and video conferencing 
(Widmer et al., 2001). Station nodes are the nodes in wireless mesh network, which receive data from the 
wireless server node_0. These nodes not only receive data themselves, but also act as relays for other nodes. 
The entire network architecture constitutes a wireless mesh network.  
Nodes in the wireless mesh network make a request of an FTP application to the wireless server node node_0, 
and a file of 1K is sent to each node. The traffic sent by the wireless server node_0 and Wireless Lan 
throughput are estimated along with the WLAN throughput at the nodes in wireless mesh network. The 
simulation results are compared between the three versions of TCP.  

   

Figure 6: Architecture of the simulation model  

 

Figure 7: Size of segments sent by the congestion window under different delay  
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Fig. 7 shows the comparison of size of segments sent by the congestion window under no delay and under the 
delay of 50ms, 100ms, 200ms and 500ms. The x axis is the simulation time, and y axis throughput (unit: 
bits/sec). It can be seen from the figure that the time taken for sending segments of the same size is the 
shortest under no delay.  
 

       

Figure 8: Comparison of delays of TCP connections      Figure 9: Comparison of FTP download response 
time under different propagation delay  

Fig. 8 is the comparison of delays of TCP connections. X axis represents different propagation delay conditions 
(no delay, delay of 50ms, 100ms, 200ms and 500ms). Y axis is the TCP connection delay. The longer the 
propagation delay, the longer the TCP connection delay is.  
 

    

Figure 10: Comparison of FTP traffic receive          Figure 11: Comparison of throughput from IP1  

at each node                                          to satellite uplink  

Fig. 9 shows the comparison of FTP download response time under different propagation delay (no delay, 
delay of 50ms, 100ms, 200ms and 500ms). Y axis represents FTP download response time. The shorter the 
propagation delay, the shorter the FTP download response time is.  
Fig. 10 is the comparison of FTP traffic received at each node. X axis represents the propagation delay (no 
delay, delay of 50ms, 100ms, 150ms and 200ms). Y axis is the FTP traffic received. As the propagation delay 
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increases, the time used for FTP download also increases.  
Fig. 11 is the comparison of throughput from IP1 to satellite uplink. X axis represent the propagation delay (no 
delay, delay of 50ms, 100ms, 150ms and 200ms), and y axis the throughput. The longer the propagation delay, 
the smaller the throughput is. As shown by the simulation, TCP NewReno is not applicable to the satellite 
network. But with the modification of error control mechanism, TCP Reno displays better performance and 
higher applicability in long delay environment.  

5. Conclusion  

Simulation results show that TCP NewReno does not apply to the satellite network. However, after modification 
of the error control mechanism, TCP Reno exhibits better performance and applicability to long-delay satellite 
network. 
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