Servo System PID Control of Neural Network Algorithm Based on LuGre Model
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Considering the parameters of the traditional PID control algorithm are not capable of online adjustment and do not have adaptive capability once they are determined, which can not satisfied the precision control requirement of servo system with complex nonlinear friction, a PID controller based on radial basis function neural network (RBFNN) is designed, the advantages of RBFNN such as infinity approaching nonlinear system, little operation quantity and speedy constriency are combined with PID control technology organically to obtain high position tracking accuracy. The simulate results show that compared with common PID control, the RBFNN PID controller can adaptively adjust the controller parameters, greatly improving the control precision of the system.

1. Introduction

In the servo system of precision machinery, due to the existence of nonlinear friction (Xiang et al. (2010), Erkorkmaz and Kamalzadeh (2006)), the static and dynamic performance of the system is greatly affected, mainly manifesting as the crawling of the mechanical servo system at low speed, large static errors or the occurrence of limit-cycle oscillation at steady state and other adverse effects. With industrial development, there are increasing requirements for the performance of mechanical servo system, and the compensation for friction moment has become a hot research topic at present (Kong et al. (2010), Han and Lee (2010)). Currently, there are a lot of friction models used in the high-precision servo control system, among which, the LuGre friction model (Canudas (1995), Felix et al. (2009)) is a more perfect dynamic friction model, and can accurately describe the complex static and dynamic characteristics in the process of friction, such as crawling, limit-cycle oscillation, pre-sliding deformation, friction memory, static friction and static Stribeck characteristics etc. (Leonid (2010), Zhe Cheng (2012)).

Among the control methods of servo system, the most used is the PID control based on the linear control theory (Dong et al. (2014), Ahmed A. et al. (2013)). Although PID controller is characterized by simple control algorithm and strong robustness, its proportion, integral and differential parameters are preset and fixed. In the servo control system, the traditional PID control is difficult to meet the accuracy requirements due to the existence of nonlinear friction. For this reason, people combine the neural network (NN) with PID control for the implementation of controlling complex system (Tichun et al. (2015), Yan (2015), Isaac (2013)). Radial basis function (RBF) neural network (Yen et al. (2012), Yoo et al. (2006)) is a kind of nonlinear network that can approach any complex process with any precision, which has little operation quantity and speedy constriency and other advantages (Dang and Zhao (2004), Wang and Huang (2005)). In this paper, based on the RBF neural network and PID controller, the RBF neural network is organically combined with the PID control technology to play their own strengths. The Neural network PID, through online learning, can adjust the link weights according to the impact of the changes in working condition of servo system on the system output performance, and change the proportion, integral and differential coefficient of the PID controller, so that the system can have good dynamic and static performance.

2. Servo system modeling

The dynamic equation of servo system can be expressed as:
\[ J \ddot{\theta} = u - F \]  
\[ F = \sigma_0 z + \sigma_1 \frac{dz}{dt} + \sigma_2 \theta \]  
\[ \frac{dz}{dt} = v - \frac{H}{g(v)} \]  
\[ \sigma_0 g(\dot{\theta}) = F_s + (F_c - F_s) e^{-(-\dot{\theta} v_s)^2} \]

Where, \( J \) is the rotational inertia, \( \theta \) is the angle, \( u \) is the control moment and \( F \) is the friction moment. 

\( F \) can be described by the LuGre model:

Where, \( z \) presents the average amount of deformation of bristle on the contact surface, \( \sigma_0 \) is the bristle stiffness, \( \sigma_1 \) is the micro damping coefficient, \( \sigma_2 \) is viscous friction coefficient, \( F_c \) is the coulomb friction, \( F_s \) is the static friction, and \( v_s \) is the Stribeck speed.

### 3. RBF Neural Network PID Parameter Tuning Principle

After attaching RBF neural network to the traditional PID controller, the PID parameter can be determined with the self-learning function of neural network, and its system structure block-diagram is shown in Figure 1. According to the input and output information of the system, RBF network can get three optimized adjustable parameters \( k_p \), \( k_i \), \( k_d \) corresponding to PID controller under the steady state of the system through repeated self-learning and adjustment weight coefficient of the system.

\[ u(k) = u(k-1) + \Delta u(k) \]
\[ \Delta u(k) = k_p(e(k) - e(k-1)) + k_i e(k) 
\[ + k_d (e(k) - 2e(k-1) + e(k-2)) \]

The tuning indicator of neural network is:

\[ E(k) = \frac{1}{2} e(k)^2 \]
The adjustment of $k_p$, $k_i$, $k_d$ uses the gradient descent:

$$
\Delta k_p = -\eta \frac{\partial E}{\partial k_p} = -\eta \left( \frac{\partial y}{\partial k_p} \right) \frac{\partial y}{\partial x} = -\eta \frac{\partial}{\partial k_p} \frac{\partial y}{\partial x} \frac{\partial y}{\partial k_p}
$$

$$
\Delta k_i = -\eta \frac{\partial E}{\partial k_i} = -\eta \left( \frac{\partial y}{\partial k_i} \right) \frac{\partial y}{\partial x} = -\eta \frac{\partial}{\partial k_i} \frac{\partial y}{\partial x} \frac{\partial y}{\partial k_i}
$$

$$
\Delta k_d = -\eta \frac{\partial E}{\partial k_d} = -\eta \left( \frac{\partial y}{\partial k_d} \right) \frac{\partial y}{\partial x} = -\eta \frac{\partial}{\partial k_d} \frac{\partial y}{\partial x} \frac{\partial y}{\partial k_d}
$$

Where, $\left( \frac{\partial y}{\partial x} \right)$ is the Jacobian information of the controlled object, and can be obtained through the identification by neural network.

### 3.2 RBF neural network

The radial basis function (RBF) neural network is a three-layer feed-forward neural network with good performance, which can map any complex nonlinear relationship and has the characteristics of simple learning rules as well as strong robustness, memory ability and self-learning capability. The structure of RBF network is shown in Figure 2.

![Figure 2: Structure of RBF neural network](image)

In RBF network structure, $x = [x_1, x_2, \ldots, x_i]^T$ is the input vector of network; $h = [h_1, h_2, \ldots, h_m]^T$ is the output vector of $m$ hidden units, where $h_j$ is a Gaussian function:

$$
h_j = \exp \left( -\frac{\|x - c_j\|^2}{2b_j^2} \right)
$$

Where, $j = 1, 2, \ldots, m$; $W = [w_1, w_2, \ldots, w_m]^T$ is the link weight vector between $m$ hidden units and output units; $y_m$ is the network output, whose target is to approach the actual output of object $y$.

Set the data center matrix of hidden units as:

$$
C = [c_1, c_2, \ldots, c_m]^T
$$

Then the data center vector of the $j$-th hidden unit is:

$$
C_j = [c_{1j}, c_{2j}, \ldots, c_{mj}]^T
$$

The spread constant vector of the hidden unit is:

$$
B = [b_1, b_2, \ldots, b_m]^T
$$

$b_j$ is the spread constant of the $j$-th hidden unit, and is greater than zero.

The linear combination that RBF network output is the output of $m$ hidden units is:
\[ y_m = \sum_{j=1}^{n} w_j h_j \]  

(16)

The RBF network performance indicator function is:

\[ J = \frac{1}{2} (y(k) - y_m(k))^2 \]  

(17)

In the \( k \)-th sampling period, after adjusting the network output weight coefficient, data center, spread constant according to the gradient descent to lead to the maximum value of performance indicator function of the identifier, we can get:

\[ w_j(k) = w_j(k-1) + \eta \left( y(k) - y_m(k) \right) h_j + \alpha \left( w(k-1) - w(k-2) \right) \]  

(18)

\[ \Delta b_j = \left( y(k) - y_m(k) \right) w_j h_j \frac{X - C_j}{b_j^2} \]  

(19)

\[ b_j(k) = b_j(k-1) + \eta \Delta b_j + \alpha \left( b(k-1) - b(k-2) \right) \]  

(20)

\[ \Delta c_p = \left( y(k) - y_m(k) \right) w_j \frac{x_j - c_p}{b_j^2} \]  

(21)

\[ c_p = c_p(k-1) + \eta \Delta c_p + \alpha \left( c_p(k-1) - c_p(k-2) \right) \]  

(22)

Where, \( \eta \) is the learning rate, and \( \alpha \) is the momentum factor.

At the moment of \( k \), due to \( y_m(k) \approx y(k) \), if \( \Delta u \) is regarded as the first input node of RBF network, i.e., \( \Delta u = x_i \), the sensitivity of the output of the object against the control of input is:

\[ \frac{\partial y_m}{\partial \Delta u(k)} \approx \frac{\partial y_m}{\partial y_m(k)} \frac{\partial y_m}{\partial \Delta u(k)} \]  

(23)

The equation (23) is the information necessary for the PID parameter setting obtained through the identification object of RBF network.

4. Simulation Analysis

The PID control algorithm and traditional PID control algorithm based on the RBF network tuning is programmed in the matlab software, and the simulation analysis is implemented to verify the validity of RBF neural network PID control method proposed in this paper.

In the servo system (1) and friction model (2-4), the \( J = 0.01, \sigma_0 = 260, \sigma_1 = 2.5, \sigma_2 = 0.02, F_c = 0.28, F_s = 0.34 \) and \( \nu_s = 0.01 \) is taken. There are 6 neurons in the hidden layer of RBF network. 10 is taken as the initial value of data center matrix, 20 as the initial value of spread constant vector, 1 as the initial value of output weight vector, the learning rate of the network is \( \eta = 0.25 \), and the momentum factor \( \alpha = 0.5 \). The simulation results are shown in Figure 3-5.

Figure 3 shows three parameters of PID controller tuned by the RBF neural network. From Figure 3, the neural network will automatically adjust the parameter of PID controller according to the operating condition of the system, in order to optimize the control performance of the system and improve the self adaptability of the system.
Figure 3: Adaptively tuning curves of PID parameters

Figure 4 and 5 are the position tracking curve and position tracking error curve respectively. Figure 4 shows that the position path errors are different with different algorithms, but the trend is basically the same. From Figure 5, the tracking error of traditional PID control leads to larger error (approximately 0.22 rad), and the error of RBFPID is much smaller (about 0.005 rad). Simulation results indicate that the RBFPID has better control effects than general PID control, which proves the validity of PID control algorithm based on RBF neural network.

5. Conclusions

In this paper, the LuGre model is used to describe complex nonlinear friction characteristics of the servo system, a RBFPID combined the RBF neural network with conventional PID is designed, and the specific control algorithm is derived in details. The controller achieves the adaptive adjustment of PID parameters with the self-learning ability and the ability to approach any function of the neural network. Simulation results show that compared with the general PID control, the RBF neural network control algorithm greatly improves the control precision of the system, so as to verify the validity of this control algorithm.
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