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Temperatures and flow rates are the most frequently measured variables in industrial processes. They 

generally form the basis of data reconciliation based on mass and energy balances. 

While flow rate data rectification is routinely carried out using rigorous linear models of mass balances, 

energy balances, necessary for the reconciliation of temperature values, introduce two main difficulties. 

Indeed the presence of the product of two variables that need reconciling (temperature and flow rate) 

changes the original linear equations into a system of bilinear equations. 

Additionally energy balances are subject to modelling errors due to the presence of parameters (specific 

heats, latent heats, heats of reaction). The uncertainties on these parameters can affect the reliability of 

the data reconciliation considerably.   

It is shown in this article that interval analysis can provide a useful tool for reducing the sensitivity of the 

reconstructed values of the process variables. An important simple case is examined for illustration 

purposes. 

1. Introduction 

The reconciliation of process data is today a widespread practice in most industrial plants for the 

achievement of optimal production targets (Sarabia et al., 2012), quality standards (Fabiano et al., 2012) 

and safety conditions (Fabiano et al., 2013).  

The reconciliation of flow rate measurements is routinely carried out in most plants using well established 

algorithms based on linear algebra techniques (Mah and Tamhane, 1982). A robust linear approximation 

can be applied also if the mass balances of single components are considered (Crowe et al., 1982).  

Typically in these algorithms a maximum likelihood function is optimised subject to the linear constraints 

representing the mass balances of the model. 

The introduction of additional constraints related to further equations of the model could in principle 

increase the information available for a more accurate rectification of the variables measured, but the 

uncertainties contained in them make their use problematic, because experimental errors and model 

discrepancies could cumulate to produce largely inaccurate reconstructions of the reconciled variables.  

However, a fundamental difference should be made between energy balances and the remaining closure 

relations that completely define the model. Indeed in the former case a rigorous conservation law is used, 

even if it can contain approximately known parameters (e.g. the temperature coefficients of specific heats), 

whereas closure (constitutive) relations may contain structurally unreliable assumptions (e.g. the 

assumption of thermodynamic equilibrium). This is the reason why only energy balances are occasionally 

considered in the overall reconciliation procedure.   

However, even energy balances may introduce computational difficulties and statistical biases.  
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The computational difficulties are due to the presence of non linearity in the resulting system of equations 

that represent the overall model. For instance, if the energy flux through a section is given by 
pmc T  

where  m  is the flow rate, 
pc is the specific heat and T is the temperature, the energy balance 

containing this term is bilinear with respect to m  and T if 
pc is constant, or generally non linear if 

pc is 

allowed to vary with the temperature. 

This difficulty is frequently dealt with using two different strategies. If 
pc can be assumed constant (for 

instance using the value of 
pc corresponding to the measured value of the temperature), the overall 

system of mass and energy balances can be split into two separate subsystems of equations, the first of 

which contains mass balances only and is used for reconstructing reconciled values of the flow rates. The 

second subsystem contains the energy balances, which can also be considered linear if the specific heats 

are constant and the reconciled values of the flow rates are used for m . This approach is not satisfactory 

from a statistical point of view because the original maximum likelihood is arbitrarily split into two 

independent terms, but can turn out to be satisfactory for practical purposes, provided the redundancy of 

measurements of the flow rates is sufficient to reconstruct their values within reasonable confidence 

intervals using mass balances only. Generally splitting mass and energy balance equations proves more 

reliable when the exchange of mass and energy takes place in different units, such as the mixing of 

streams under isothermal conditions or the transfer of energy in heat exchangers without merging of the 

streams involved. 

Alternatively a rigorous optimisation with non linear constraints is applied, which is the only option if the 

specific heats cannot be assumed constant and must be allowed to vary with the temperature. This 

procedure can be computationally burdensome (and consequently not suitable for real time evaluations) 

and may occasionally lead to suboptimal solutions.  

A more serious inconvenience brought about by the use of energy balances in the general reconciliation 

procedure is the presence of parameters which are only approximately known, such as specific heats, 

latent heats, heats of reaction (Solisio et al., 2012), as well as thermal emissivity of flames (Palazzi and 

Fabiano, 2012). The uncertainties on these parameters can considerably affect the reliability of the 

adjusted data. Indeed, if both 
pc  and T are error prone (either because of poor modelling or due to 

limited experimental accuracy) the resulting product 
pmc T can present large deviations even if m has 

been estimated accurately. 

A general framework for dealing with uncertain models has been introduced by Maquin et al. (2000) using 

penalty functions and introducing suitable weights for each constraint as a function of the uncertainties 

contained in the model. Being based on nonlinear optimization techniques their method can prove 

algorithmically burdensome and may locate local (non globally optimal) solutions. Furthermore the method 

for estimating the weights to be attached to each energy balance due to the uncertainties contained in the 

thermal parameters may not be straightforward. 

Ragot and Maquin (2004) have also developed a general strategy that combines both experimental errors 

and model approximations, but by merging the two sources of inaccuracies they disregard the information 

contained in the statistical properties of the measurements. 

Interval analysis may provide a useful frame of reference and powerful computational tools for dealing with 

uncertainties, but it can require a prohibitively high computing effort, unless suitable techniques for dealing 

with particular classes of problems are adopted. 

Benothman et al. (2007) have described a general strategy for the use of interval analysis in data analysis 

based on linear systems, without considering the special characteristics of reconciliation problems.  

Similarly, interval analysis techniques have been used by Dubois et al. (2013) for the adjustments of mass 

flow rates whose balances give rise to fuzzy linear equations. However, the statistical information provided 

by the measurements is not fully taken advantage of and the simultaneous presence of balances based on 

rigorous and approximate models is not considered in their approach. 

The main advance of this article beyond the present state-of-art provided by the articles mentioned before 

is precisely the development of a reconciliation strategy that employs interval analysis techniques adapted 

to the particular class of process measurements reconciliation and uses the statistical information 

contained in the data. The method developed reduces the overall computational effort and can be 

employed for real time analysis of complex process configurations.  
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2. Application of Interval Analysis to the Reconciliation of Process Measurements 

Typically a reconciliation of process data implies the optimization of a suitable objective function (generally 

the maximization of the likelihood function based on the available measurements) subject to the 

constraints provided by the balance equations. 

If temperatures are supposed to be measured with greater accuracy than flow rates (especially component 

flow rates), the balance equations can be written in the form 

1

* *

2

(1)ij i j

i

ik i k

i

a L b                  j=1,..., n                                                                                                                

a L b                  k=1,..., n       

 

 



 (2)                                                                                                       

 

where the asterisk means that the corresponding coefficient is not perfectly determined. Typically 

equations 
2k=1,..., n  include enthalpy balances containing inaccurate thermal parameters. Additionally 

the uncertainty may be extended to include measurement errors of temperatures if they cannot be 

assumed to be negligible. Equations 
1j=1,..., n  include all the mass balances (in this case aij = ±1), as well 

as enthalpy balances with accurately determined thermal parameters.  

The solution of systems of linear equation with coefficients varying inside given intervals implies 

determining suitable enclosures including values of the unknown variables iL  that satisfy each equation. 

Determining the best enclosure to the solution set is an NP-hard problem, which makes its application to 

complex process configurations too computationally expensive for all practical purposes. 

Several methods have been developed in the literature to detect feasible methods for the determination of 

enclosures less general than those theoretically possible, but capable of including the solutions of interest 

for the particular problem under consideration.  

To illustrate the application of interval analysis algorithms to the class of problems under consideration, let 

us define first 

   :n

r
r   x y y x


, i.e. the interval set centred at x with radius r. The infinite norm .


 

implies that no component of  y x  can exceed r. Typically inequalities based on infinite norms are 

verified using minimax algorithms based on linear programming. 

This definition makes it possible to verify whether the corrections that could be introduced considering 

enthalpy balances do improve the solution obtained neglecting them. 

To this purpose the following linear programming problem can be considered: 

  
 

min (3)

ˆ

i

i

ij i i j

i

                                                                                                                                               

a x b                               







 





 

(4)

ˆ
ij i i j

i

                                                                                                       

a x b                                                                                 (5)                                                       

     

where the arrow pointing left indicates the lower bound and the arrow pointing right the upper bound. The 

hatted variables indicate the values obtained through reconciliation of the mass balances only. 

If the value of i  is much larger than the standard deviation of the corresponding measurements, the 

enthalpy balances are not further considered. The remaining enthalpy balances, together with the mass 

balances are used for the final reconciliation step, which consists in the solution of a system of linear 

equations, some of which contain fuzzy coefficients. 

To this purpose the iterative procedure originally proposed by Krawczyk (1984) is a useful basis. Given 

any differentiable function F(x), the Krawczyk set associated with  
r

x  is defined as  

             
1 1

(6)
r r r

F DF F I DF DF                                                        
           

x x x x x x x x  

Starting with an assigned interval for each  
r

x  (provided the statistical properties of the estimates), the 

iterative procedure is repeated until successive intervals coincide according to a specified convergence 

criterion. Alternatively the method recently developed by Dymova et al. (2010) can be employed. 

Thus the various parts of the algorithm have been analysed. In the next section a general outline of the 

algorithm will be provided. 
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3. Outline of the overall algorithm 

The overall algorithm can now be summarised as follows: 

a) In the first step the data are reconciled neglecting the equations of the model that are subject to 

uncertainty. Typically the reconciliation procedure includes only mass balances and is carried out using 

a traditional maximum likelihood approach. 

b) In the second step a measure of the uncertainty in the rectified data introduced by the models included 

in the remaining equations is evaluated using linear programming.  

c) If the value of the uncertainty is much larger than experimental errors, the equations containing the 

streams affected by them are not further considered 

d) The variables including uncertainties are replaced by intervals and the reconciliation procedure is 

applied to the whole set of equations (except those dropped in step 3) using an iterative method 

capable of estimating the resulting interval of the variables to be reconciled. 

Although the solution of the resulting linear interval systems of equations remains a NP-hard problem, it is 

computationally feasible (as opposed to computationally intractable) in the sense of Lakeyev (Kreinovich et 

al., 1996), depending on the number of fuzzy coefficients. 

4. Application of the algorithm to an industrial case 

The algorithm developed in the previous sections has been applied to the example shown in Figure 1. 

Furnace oil (stream 1) and fuel gas (stream 2) are used to heat the crude oil charge in a topping furnace. 

Both streams are measured with known (but different) accuracies. The flow rate of the air (stream 3) fed to 

the fired heater after exiting a preheater in counter current exchange with the flue gases of the combustion 

(stream 4) is also measured. The temperatures of the streams entering/exiting the preheater are also 

measured.  

The flow rate of the flue gas can be evaluated using the stoichiometric relations based on the composition 

of the furnace oil and of the fuel gas, as well as on the amount of excess air. The uncertainty on its value 

can be obtained by appropriately  

This information makes it possible to write both mass and enthalpy balances around the preheater. 
While the use of enthalpy balances has been successfully used in several applications (Jiang et al., 2013), 

it is shown that in this case it can give rise to large deviations, unless interval estimation techniques rather 

than traditional point estimation methods are used. 

 

Figure 1: Mass and enthalpy balances around the preheater 
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For illustration purposes the inaccuracy in the measurement of the air flow rate is considered negligible 

with respect to the measurement errors of both fuel streams and the (unknown) discrepancies between 

theoretical and measured values of the two fuel streams are indicated by L and G respectively. 

It can be shown that the mass balance can be written as: 
11 12 1a L a G b    , where the coefficients 

11 12,a a  and 
1b  can be evaluated using stoichiometric relations based on the information on fuel gas 

components and on the fraction of C,H,N,S in the furnace oil. 

A similar relation for the enthalpy balance around the preheater can be obtained: 
21 22 2a L a G b    . 

However, in this case the coefficients 
21 22,a a  and 

2b  contain thermal parameters that may be not 

perfectly known. In other terms the coefficients are to be regarded as fuzzy variables. 

Using the notation introduced in the previous section the overall system can be written as: 

     
11 12 1

21 22 2

(7)a L a G b                                                                                                                                        

a L a G b                                   

   

    (8)                                                                                           
 

The simplifications brought about by the assumption on higher accuracies in the measurement of the air 

stream reduce the reconciliation problem to the solution of the linear system: 

   
   

   
   

1 22 2 12

11 22 12 21

2 11 1 21

11 22 12 21

(9)
b a b a

L                                                                                                                                
a a a a

b a b a
G                 

a a a a


 




 


(10)                                                                                                            

 

Allowing b2 to vary in a ±10 % relative interval causes the adjustments to vary in a 200 % interval as 

shown in Figure 2. 

The presence of large deviations in the reconstructed flow rates is an indication that the use of enthalpy 

balances reduces the reliability of the reconciled values. Dropping the corresponding equation and 

minimising the resulting likelihood provides the solution based on the mass balance only: 
2

11
1 2 2 2 2

11 12

2

12
1 2 2 2 2

11 12

(11)L

L G

G

L G

a
L b                                                                                                                                      

a a

a
G b            

a a



 



 

 


 


(12)                                                                                                                          

 where
L and

G are the variances of the measurement errors of the two fuel streams. The resulting 

values of L  and G  are larger than the corresponding values if the enthalpy balance with a perfectly 

 

Figure 2: Adjustment brought about by simultaneous mass and enthalpy balances 

determined parameter b2 is used, but they are smaller if the uncertainties on the value of b2 exceed 2 %. 

Depending on the accuracy of the parameter either strategy will be selected, as outlined before. 
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5. Conclusions 

The use of enthalpy balances can introduce a severe bias in the reconciliation of flow rates whenever the 

thermal parameters of the models contained in them are approximate. In this case mass balances only are 

to be used. In this article a general strategy to assess the convenience of using enthalpy balances in the 

reconciliation of flow rates has been described. The resulting algorithm, based on interval analysis, 

provides a general framework for the selection of the equations to be included in the reconciliation 

procedure as well as a numerical method that takes advantage of the particular structure of the overall 

model to reduce the computational burden generally associated with interval analysis procedures.  

Its real applicability in terms of computational feasibility depends on the general process configuration and 

on the number of equations subject to uncertainties and has to be decided on case-by-case basis. 
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