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Energy Monitoring (EM) systems are based on monitoring the difference between targeted and measured 

energy consumption. Data-driven dynamic targeting models can be used to estimate values of key energy 

indicators (KEI). In some cases it is difficult to determine which process variables influence the KEIs. We 

developed an automated root cause analysis (RCA) technique to find the most important driving factors of 

energy efficiency. The proposed concept is based on the application of feature selection algorithms. We 

applied Orthogonal Least Squares (OLS) and Random Forest Regression (RFR) to find the proper set of 

input variables of the targeting models. The concept of the resulted energy monitoring system is applied at 

the Duna Refinery of MOL Hungarian Oil and Gas Company. 

1. Introduction 

Advanced production management systems are designed to maximize the production and at the same 

time minimize cost and emission. Energy portfolio management allows the classification and prioritization 

of energy consumption to define target-oriented action plans towards energy efficiency improvement 

(Thiede et al., 2012) A systematic overview of the state of the art in energy and resource efficiency 

increasing methods and techniques in manufacturing is given in (Duflou, et al., 2012). Energy efficiency 

has the following four components: performance efficiency, operation efficiency, equipment efficiency, and 

technology efficiency (Xia and Zhang, 2010). In our paper we focus on the improvement of operation 

efficiency.  

Energy monitoring improves operational energy efficiency by continuous comparison of actual and 

estimated energy consumption. Methods for calculating expected consumption fall into two categories. 

Precedent based methods make comparisons of actual energy consumption with previous periods 

(Behrendt et al., 2012), while activity-based methods calculate expected values of key energy indicators 

(KEI) from the relevant process variables (Abonyi and Kulcsar, 2013). Understanding the effects of these 

driving factors has significant economic and technological potential, e.g. such knowledge is also valuable 

to support Process Integration (Chew et al., 2013). 

In some cases it is difficult to determine which process variables influence the KEIs. In these situations the 

input variables of the targeting models should be selected based on root cause analysis of the operation of 

the technology. Unfortunately this procedure is subjective and time-consuming and does not guarantee a 

model with good prediction performance. 

Root Cause Analysis (RCA) is a method of problem solving that tries to identify the root causes of faults 

and problems. We applied the RCA approach to find the driving factors of energy efficiency of process 

plants. There are many ways to implement RCA. For example Bayesian networks can be applied to find 

the root causes of deviations during the operation of complex processes (Weidl et al., 2005). Digraph 

models were proven to be useful to identify discrete events (faults) (Wan et al., 2013). Multivariate 

statistical process monitoring (MSPM) with some extensions is a useful technique to isolate not only the 

effects of the faults, but also the underlying causes. For this purpose MSPM and fuzzy-signed directed 

graphs were combined to identify the root causes (Ha et al., 2014). These methods have in common that 

each is developed for discrete event systems. 
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Building energy monitoring models requires the knowledge of the the driving factors of the energy 

efficiency (Abonyi and Kulcsar, 2013). The above mentioned techniques are designed to analyse discrete 

events not for handling continuous process variables. To support root cause analysis of energy efficiency 

we proposed a fully automated feature selection based approach. The methodology is based on the 

application of Orthogonal Least Squares (OLS) and Random Forest Regression (RFR) to find the proper 

set of input variables of the targeting models from the historical data of hundreds process variables. 

The concept of the resulted energy monitoring system is applied at the AV2 unit of the Danube Refinery of 

MOL Hungarian Oil and Gas Company. The Key Energy Indicators were calculated based on one-year 

historical data as we assumed that the range of this dataset is wide enough to cover operation ranges of 

high and low energy consumptions and contains information about the significant malfunctions. The results 

show that the proposed approach is able to determine useful and informative sets of driving factors of the 

energy efficiency. 

2. Targeting model based energy monitoring 

Activity-based energy targets are usually calculated by linear regression models, 

      
     (1) 

where the calculated output     is the linear combination of process variables (drivers),                  , 

where k represents the k-th sampling time and n stands for the number of process variables having 

significant effect to the energy consumption. At the development of this model it is important to ensure that 

data are synchronised as closely as possible with the required assessment intervals. Based on a 

synchronized set of data                 linear least squares method can be applied to find optimal 

parameters of the model    that minimizes the            quadratic cost function. 

                (2) 

where   is     matrix of historical process variables and   is an     vector of measured output 

variable (energy consumption or efficiency measure).When the predicted consumption     is higher as the 

measured value    the technology is considered to be efficient regards to historical data. The relation 

       suggests that the technology could work with lower energy consumption. 

3. Orthogonal Least Squares based Feature Selection 

The performance of data-driven targeting models dependents on complex set of process variables. When 

no proper prior knowledge is available for the selection of the driving factors of a KEI model, feature 

selection algorithms can be used for sophisticated and automated root cause analysis. 

The OLS algorithm is an effective tool to determine which terms are significant in a linear-in-parameters 

model, since it is based on the error reduction ratio       which is a measure of the decrease in the 

variance of output by a given term. In the following the details of this algorithm are presented. 

The compact matrix form corresponding to the linear-in-parameters model (1) is       , where the   

is the regression matrix (2),   is the parameter vector,   is the error vector. The OLS technique transforms 

the columns of the   matrix (2) into a set of orthogonal basis vectors in order to inspect the individual 

contributions of each term. 

The OLS algorithm assumes that the regression matrix   can be orthogonally decomposed as       , 

where   is an     upper triangular matrix (it means          if    ) and   is an     matrix with 

orthogonal columns in the sense that       is a diagonal matrix. (  is the length of   vector and   is 

the number of regressors.) After this decomposition one can calculate the OLS auxiliary parameter vector 

  as 

          (3) 

where    is the corresponding element of the OLS solution vector.  

The output variance       can be explained as 

       
   

        
     (4) 
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Thus the error reduction ratio,        of the i-th input variable can be expressed as         
  
   

   

   
.  

This ratio offers a simple mean to order and select the model terms of a linear-in-parameters model 

according to their contribution to the performance of the model. 

4. Random Forest Regression Based Feature Selection 

The drawback of OLS is that it assumes linear relationship between inputs and the output. Regression 

trees are simple, transparent and easily interpretable nonlinear models. The combination of these trees 

results a forest of the models. When the regression trees are statistically independent, the average of the 

prediction of these models will be better than the prediction of the individual models. Furthermore, the 

analysis of the forest can be used to select the most important process variables. In the following the 

theoretical background of this technique will be presented.   

The concept of random forest was developed by Leo Breiman (Breiman, 2001). Andy Liaw implemented 

Breiman’s concept in R (Liaw, 2012). We used the MATLAB hosted version of this R package. The method 

combines Breiman's "bagging" idea and the random selection of features. Random forests for regression 

are formed by growing trees depending on random matrix  . The   consist of a number of independent 

random integers between   and  , where   is the number of trees in the forest. The nature and 

dimensionality of   depends on its use in the tree construction. 

A random forest is a predictor consisting a collection of tree-structured predictors                  

where the      are independent identically distributed random vectors and each tree cast a unique 

estimation for output    at input  . The output values are numerical and we assume that the training set is 

independently drawn from the distribution of the given     dataset. The mean-squared generalization error 

for any numerical predictor               is 

              
 
 .  (5) 

where      denotes the expected value and         
 
          

 
        , and we use this 

substitution in the following. The random forest predictor is formed by taking the average over   of the 

trees          . Use of the proof (Breiman, 2001) of Almost Sure Convergence theorem, as the number of 

trees in the forest goes to infinity, mean-squared generalization error goes to a limit value almost surely as: 

        
        
 
   

 
  
 

                     
 
  (6) 

Denote the right hand side (limit value) of (6) as             - the generalization error of the forest. Define 

the average generalization error of a tree as: 

                            
 
    (7) 

The concept is based on the fact                        , where    is the weighted correlation between 

the residuals            and            , where      are independent, as the weighted correlation is 

defined as: 

                                      
 

   (8) 

where                      
 
  is the standard deviance of prediction errors. 

To obtain accurate regression forest this theorem requires low correlation between residuals and low error 

trees. The random forest decreases the average error of the trees employed by the factor   . The 

randomization employed needs to aim at low correlation. (Breiman, 2001) 

To rank the process variables and select a proper subset we used the importance measures which are 

defined on the following way. The first measure is computed from random permutating the data: For each 

tree, the prediction error (MSE) is recorded. Then the same is done after permutation each predictor 

variables. The difference between the two are then averaged over the trees, and normalized by the  
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Figure 1: Model accuracy for fuel gas consumption in function of the increasing number of the relevant 

input variables 

standard deviation of differences. If the standard deviation of the differences is equal to 0 for a variable, 

the division is not done (but the average is almost always equal to 0 in that case). (Breiman et al., 2012). 

The second measure is the total decrease in node impurities from splitting on a variable, averaged over all 

trees and it is measured by the residual sum of squares. (Breiman et al., 2012). 

5. Results 

The proposed technique is applied to support the targeting model development project of the MOL 

Hungarian Oil and Gas Company. In this paper results related to two Key Energy Indicators (KEIs) of AV2 

plant are presented. The applicability of the orthogonal least squares based feature selection is 

demonstrated on the total fuel gas consumption of the furnaces of the AV2 plant, while the random forest 

based feature selection is applied to model the plant wide electric power consumption of AV2. 

5.1 OLS based Feature Selection on Fuel Gas Consumption 
The OLS model was used to find the most relevant variables influencing the gas consumption of the 

furnaces among 620 historical process variables. Figure 1 shows how the accuracy of the model increases 

by adding more and more input variables as the variables are introduced to the model by the decreasing 

series of relevance given by OLS. The model performance is measured by the model correlation (  ). 

Figure 1 shows that the model’s performance which is built using the first two most relevant variables has 

already          correlation. 

The first five variables given by OLS gives a compact yet accurate model, the fuel gas consumption can be 

predicted with        . These most important variables are:  

1. Main boiler temperature 

2. Temperature of heating steam 

3. Liquid level in the main boiler 

4. Density of fuel gas 

5. Total crude oil feed 

This list of variables reflects the knowledge and expertise of the process engineers. 

However, it should be noted that statistical correlation does not necessarily results in informative features, 

we often neglected statistically informative variables from the final model based on the suggestions of the 

engineers. Therefore, the proposed tool should be handled only as tool for decision support. A proper way 

to use OLS based feature selection is the following: 

1. Let OLS to select a large set of variables. 

2. Among these potential inputs select a smaller set based on prior knowledge of the process. 

5.2 RF based Feature Selection on Electric Power Consumption 

We used random forest feature selection to select a proper set of variables which are relevant to the 

complete electric power consumption (KEI) of AV2 unit. Based on prior knowledge of the process 

engineers we know that almost all the electric power is consumed by the main process pumps (total feed, 

inter tower streams, cooling water and product streams). Based on this prior knowledge we expect that the 

feature selection algorithm should highlight the importance of flow rates and pressures.  
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Figure 2: Relevance of process variables given by random forest regression 

For our calculations we used the MATLAB hosted R package implementation of the FORTRAN77 program 

created by Leo Breiman. The forest contained 500 regression trees. Each tree was grown using five 

randomly selected process variables from the original variable set. Figure 2 shows the normalized 

importance of each variables in alphabetical order (top), and ordered according to their importance level 

(bottom). As the results show, the relevance of variables is decreasing exponentially.  

The total crude oil feed, the inlet pipe pressures and the flows of main process streams were proven the 

most important variables, which ordering was also confirmed by the process engineers.  

We analyzed the prediction performance of the random forest using validation samples. On the validation 

set the model correlation was excellent,        .  

The selected variables were also used to formulate a linear model. The linear model with the ten most 

significant variables was also quite accurate,        , as this accuracy is better that suggested in the 

patent related to feature selection for energy monitoring (Resina, 2006). 

6. Conclusions 

Energy Monitoring is based on monitoring the difference between targeted and measured energy 

consumption. In some cases it is problematic develop accurate and informative targeting models, since it 

is difficult to determine which process variables influence the KEIs.  We developed an automated root 

cause analysis (RCA) technique to find the most important driving factors of energy efficiency. The 

proposed concept is based on the application of feature selection algorithms. We examined two regression 

methods with feature selection capability for energy monitoring applications. We applied orthogonal least 

squares regression and random forest regression to predict key energy indicators and select the most 

important process variables which are relevant to the KEIs. The applicability of these methods was 

demonstrated on two KEI of AV2 plant in MOL Duna Refinery. Based on the results we can conclude that 

both methods are able to predict the KEI values and select the most relevant process variables. 
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